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A fundamental feature of social behavior is the co-present interactions that characterize everyday social 
activity. The success of such interactions, whether measured in terms of social connection, goal achievement, 
or the ability of an individual or group of individuals to understand and predict the meaningful intentions and 
behaviors of others, is not only dependent on the processes of social cognition, but also on the between-
person perceptual-motor coordination that makes such co-present interactions possible. Understanding and 
modeling the dynamics of social motor coordination, including how it emerges and is maintained over time, as 
well as how its stable states are activated, dissolved, transformed, and exchanged over time, is therefore an 
extremely important endeavor. Accordingly, this workshop is part of a larger National Institutes of Health 
research project (R01GM105045-01) that is directed towards developing a dynamical modeling strategy for 
capturing the self-organized behavioral dynamics of goal-directed physical activity among socially coordinated 
human agents and how the dynamics of such tasks are influenced by physical, informational, and task-goal 
properties. The overall aim of the proposed project is to build models of the temporal and spatial patterns that 
dynamically emerge during a number of different cooperative and competitive movement based joint-action 
tasks. More specifically, the project aims to: 

1. Model the behavioral dynamics of both deliberate and spontaneous inter-agent coordination patterns—
specifically those in which co-actors coordinate complementary and goal-directed movements, and take on 
different action roles (e.g., leader-follower, speaker-listener, attacker-defender)—as self-organized and 
emerging from relationships among the physical and informational characteristics of both the agents 
themselves and their task environments. 
 

2. Model not only the steady-state properties of the interaction structures of social motor coordination (e.g., 
how stable they are and how resistant they are to perturbation), but also—because coordination structures 
in natural social tasks are typically time-varying (e.g., in terms of individual sub-roles and leader/follower 
relationships)—model and understand the symmetry-breaking bifurcations and dynamics of switching 
between multiple behavioral steady states of social coordination.  

 
3. Assess the developed behavioral-dynamics models of social coordination by (i) applying time-series 

analyses to the limb or whole body movements produced by interacting individuals across a range of 
physical interaction and verbal communication tasks, (ii) using model-selection and parameter-estimation 
methods to evaluate and model the observed structure of inter-agent coordination, and (iii) implementing 
some of the models developed into real-time human-computer interfaces. 

Behaviors of Interest: This workshop will be focused on identifying potential approaches to modeling three 
joint-action phenomena: (1) the coordinated actions of aperiodic and hierarchically nested movement 
sequences that occur during a physical joint-action object organization and passing task; (2) the collective 
dynamics of the full-body movement coordination that occurs during conversational interaction; and (3) the 
symmetry breaking dynamics of an Aikido-based competitive sports task. More information about these 
phenomena, including the methodological details of human experimentation and exemplar data, are provided 
in the attached materials. 
 
Workshop Aims and Structure: The aims of the workshop are for the PIs of the proposed project (listed 
below) and the invited attendees to review the behavioral dynamics that characterize these joint-action tasks 
and discuss potential modeling techniques that could be employed to capture and explain these dynamics. 
Accordingly, the first day of the workshop (Friday, Feb 27th) is devoted to the research team presenting a 
theoretical and empirical overview of the joint-action behaviors being investigated, including a review of the 
experimental methods employed to investigate the focus tasks, representative behavioral data, and current 
models, issues, and questions. The second day of the workshop (Saturday, Feb 28th) will provide the 
interdisciplinary group of invited attendees the opportunity to present research, models, and modeling 
techniques from their own work and field of expertise that they see as being relevant to the modeling objectives 
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• Today: the basics, and culturomics. 

• Thursday: neurosynth. 

• Next week: language analysis and modeling. 
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exclude proper nouns (fig. S4) and compound
words (“whalewatching”). Even accounting for
these factors,we foundmany undocumentedwords,
such as “aridification” (the process by which a geo-
graphic region becomes dry), “slenthem” (a musical
instrument), and, appropriately, theword “deletable.”

This gap between dictionaries and the lexicon
results from a balance that every dictionary must
strike: It must be comprehensive enough to be a
useful reference but concise enough to be printed,
shipped, and used. As such, many infrequent
words are omitted. To gauge how well dictio-
naries reflect the lexicon, we ordered our year-2000
lexicon by frequency, divided it into eight deciles
(ranging from 10−9 to 10−8, to 10−2 to 10−1) and
sampled each decile (7). We manually checked
how many sample words were listed in the
Oxford English Dictionary (OED) (12) and in the
Merriam-WebsterUnabridgedDictionary (MWD).
(We excluded proper nouns, because neither the
OED nor MWD lists them.) Both dictionaries
had excellent coverage of high-frequency words
but less coverage for frequencies below 10−6:
67% of words in the 10−9 to 10−8 range were
listed in neither dictionary (Fig. 2B). Consistent
with Zipf’s famous law, a large fraction of the
words in our lexicon (63%) were in this lowest-
frequency bin. As a result, we estimated that 52%
of the English lexicon—themajority of thewords
used in English books—consists of lexical “dark
matter” undocumented in standard references (12).

To keep up with the lexicon, dictionaries are
updated regularly (13). We examined how well
these changes corresponded with changes in ac-
tual usage by studying the 2077 1-gramheadwords
added to AHD4 in 2000. The overall frequency of
these words, such as “buckyball” and “netiquette”,
has soared since 1950: Two-thirds exhibited recent

sharp increases in frequency (>2× from 1950 to
2000) (Fig. 2C). Nevertheless, there was a lag be-
tween lexicographers and the lexicon. Over half
thewords added toAHD4were part of the English
lexicon a century ago (frequency >10−9 from 1890
to 1900). In fact, some newly added words, such
as “gypseous” and “amplidyne”, have already un-
dergone a steep decline in frequency (Fig. 2D).

Not only must lexicographers avoid adding
words that have fallen out of fashion, they must
also weed obsolete words from earlier editions.
This is an imperfect process. We found 2220 ob-
solete 1-gram headwords (“diestock”, “alkales-
cent”) in AHD4. Their mean frequency declined
throughout the 20th century and dipped below
10−9 decades ago (Fig. 2D, inset).

Our results suggest that culturomic tools will
aid lexicographers in at least two ways: (i) find-
ing low-frequencywords that they do not list, and
(ii) providing accurate estimates of current fre-
quency trends to reduce the lag between changes
in the lexicon and changes in the dictionary.

The evolution of grammar. Next, we exam-
ined grammatical trends. We studied the English
irregular verbs, a classic model of grammatical
change (14–17). Unlike regular verbs, whose past
tense is generated by adding -ed (jump/jumped),
irregular verbs are conjugated idiosyncratically
(stick/stuck, come/came, get/got) (15).

All irregular verbs coexist with regular com-
petitors (e.g., “strived” and “strove”) that threaten
to supplant them (Fig. 2E and fig. S5). High-
frequency irregulars, which are more readily
remembered, hold their ground better. For in-
stance, we found “found” (frequency: 5 × 10−4)
200,000 timesmore often thanwe finded “finded.”
In contrast, “dwelt” (frequency: 1 × 10−5) dwelt in
our data only 60 times as often as “dwelled”

dwelled. We defined a verb’s “regularity” as the
percentage of instances in the past tense (i.e., the
sum of “drived”, “drove”, and “driven”) in which
the regular form is used.Most irregulars have been
stable for the past 200 years, but 16% underwent
a change in regularity of 10% or more (Fig. 2F).

These changes occurred slowly: It took 200
years for our fastest-moving verb (“chide”) to go
from 10% to 90%. Otherwise, each trajectory
was sui generis; we observed no characteristic
shape. For instance, a few verbs, such as “spill”,
regularized at a constant speed, but others, such
as “thrive” and “dig”, transitioned in fits and starts
(7). In some cases, the trajectory suggested a rea-
son for the trend. For example,with “sped/speeded”
the shift in meaning from “to move rapidly” and
toward “to exceed the legal limit” appears to have
been the driving cause (Fig. 2G).

Six verbs (burn, chide, smell, spell, spill, and
thrive) regularized between 1800 and 2000 (Fig.
2F). Four are remnants of a now-defunct phono-
logical process that used -t instead of -ed; they are
members of a pack of irregulars that survived by
virtue of similarity (bend/bent, build/built, burn/
burnt, learn/learnt, lend/lent, rend/rent, send/sent,
smell/smelt, spell/spelt, spill/spilt, and spoil/spoilt).
Verbs have been defecting from this coalition for
centuries (wend/went, pen/pent, gird/girt, geld/
gelt, and gild/gilt all blend/blent into the domi-
nant -ed rule). Culturomic analysis reveals that
the collapse of this alliance has been the most
significant driver of regularization in the past
200 years. The regularization of burnt, smelt, spelt,
and spilt originated in the United States; the
forms still cling to life in British English (Fig. 2,
E and F). But the -t irregulars may be doomed in
England too. Each year, a population the size of
Cambridge adopts “burned” in lieu of “burnt”.

Fig.1.Culturomic analy-
ses studymillions of books
at once. (A) Top row: Au-
thors have been writing
for millennia; ~129 mil-
lion book editions have
been published since the
adventof theprintingpress
(upper left). Second row:
Libraries and publishing
houses provide books to
Google for scanning (mid-
dle left). Over 15million
bookshavebeendigitized.
Third row: Each book is
associatedwithmetadata.
Fivemillionbooks are cho-
senforcomputationalanal-
ysis (bottom left). Bottom
row:A culturomic time line
shows the frequency of
“apple” in English books
over time (1800–2000).
(B) Usage frequency of
“slavery”. The Civil War (1861–1865) and the civil rights movement (1955–1968) are highlighted in red. The number in the upper left (1e-4 = 10–4) is the unit
of frequency. (C) Usage frequency over time for “the Great War” (blue), “World War I” (green), and “World War II” (red).
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mathematical symposium in Pasadena

Harvesting Naturally Occurring Data Sets to Further Theory-building in 
Cognitive Science

The very expertise with which psychologists wield their tools for achieving 
laboratory control may have had the unwelcome effect of blinding us to the 
possibilities of discovering principles of behavior without conducting 
experiments.  When creatively interrogated, a diverse range of large, real-
world data sets provides powerful diagnostic tools for revealing principles of 
human judgment, perception, categorization, decision making, language use, 
inference, problem solving, and representation. Examples of these data sets 
include web site linkages, dictionaries, logs of group interactions, image 
statistics, large corpora of texts, history of financial transactions, photograph 
repository tags and contents, trends in twitter tag usage and propagation, 
patent use, consumer product sales, performance in high-stakes sporting 
events, dialect maps over time, and scientific citations. The goal of this issue is 
to present some exemplary case studies of mining large data sets to reveal 
important principles and phenomena in cognitive science, and to discuss 
some of the underlying issues involved with conducting traditional 
experiments, large data analyses, and the synthesis of both methods.

Led by Goldstone, Indiana U.

“Big Data”
• Big data is a broad trend in technology and science that 

is seeing professionals utilizing massive amounts of data 
in order to test new ideas, render new predictions and 
analyses, and so on. 

• “Big data” = data big enough that it is awkward, in 
some way, to work with. 

• But “big data” does not have to be defined purely in terms 
of volume.  

• IBM’s data science / big data group has a nice figure 
describing general issues with big data:



4 V’s of Big Data

Why Big Data?
• Big data means… big data — we have more power to test 

sometimes subtle cognitive hypotheses.  

• This is precisely interpretable in the “statistical power” sense as we discussed in the first 
part of class. 

• We can bridge cultural analysis with cognitive theory — 
such as in culturomics. 

• Big data can sometimes be even more ecologically valid 
than laboratory data. 

• Big data can sometimes be very easy to acquire, especially 
given increasing volume and velocity.



A Recent Manifesto
• Tom Griffiths, UC Berkeley

Manifesto for a new (computational) cognitive revolution

Thomas L. Griffiths ⇑

Department of Psychology, University of California, Berkeley, United States

a r t i c l e i n f o

Article history:
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Keywords:
Computational modeling
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a b s t r a c t

The cognitive revolution offered an alternative to merely analyzing human behavior, using
the notion of computation to rigorously express hypotheses about the mind. Computation
also gives us new tools for testing these hypotheses – large behavioral databases generated
by human interactions with computers and with one another. This kind of data is typically
analyzed by computer scientists, who focus on predicting people’s behavior based on their
history. A new cognitive revolution is needed, demonstrating the value of minds as inter-
vening variables in these analyses and using the results to evaluate models of human
cognition.

! 2014 Elsevier B.V. All rights reserved.

Over 60 years ago, the cognitive revolution made legit-
imate the scientific study of the mind (Gardner, 1987;
Miller, 2003). Formal models of cognition made it possible
to postulate processes that lie between a person’s history
and their actions, offering an alternative to the rigid
stimulus-response structure of Behaviorism. Using new
mathematical ideas – in particular, the notion of computa-
tion – a generation of researchers discovered a way to
rigorously state hypotheses about how human minds
work. I believe that we stand on the brink of a new revolu-
tion, with equally far-reaching consequences and an
equally important role for computation. A revolution in
how we test those hypotheses.

While the decades since the cognitive revolution have
seen significant innovations in the kinds of computational
models researchers have explored, the methods used to
evaluate those models have remained fundamentally the
same. In fact, those methods have arguably remained the
same for over a century, being based on the small-scale
laboratory science that characterized the first psychologi-
cal research (Mandler, 2007). If you want to answer a

question about the human mind (or publish a paper in Cog-
nition) you formulate some hypotheses, bring an appropri-
ate number of people into the laboratory, and have them
carry out a task that distinguishes between those
hypotheses.

But while we have remained focused on the events in
our laboratories, the world outside those laboratories has
changed. The internet offers a way to reach thousands of
people in seconds. Human lives are lived more and more
through our computers and our mobile phones. And the
people with the most data about human behavior are no
longer psychologists. They are computer scientists.

The mouse clicks and keystrokes of our online interac-
tions are data, and figuring out how to make the best use
of those data has become an important part of computer
science. Recommendation systems that tell you which
books you might be interested in, services that suggest
related news stories, search engines that make use of the
tags people apply to images, algorithms that select the
advertisements you are most likely to click on. . . all are sig-
nificant areas of research in computer science, and all are
fundamentally based on the study of human behavior.

They are also all missed opportunities for cognitive
science.

Recommendation systems need to divine human pref-
erences – a problem that has been studied by both psy-

http://dx.doi.org/10.1016/j.cognition.2014.11.026
0010-0277/! 2014 Elsevier B.V. All rights reserved.

⇑ Address: Department of Psychology, University of California,
Berkeley, 3210 Tolman Hall # 1650, Berkeley, CA 94720-1650, United
States. Tel.: +1 (510) 642 7134; fax: +1 (510) 642 5293.

E-mail address: tom_griffiths@berkeley.edu

Cognition xxx (2014) xxx–xxx

Contents lists available at ScienceDirect

Cognition

journal homepage: www.elsevier .com/locate /COGNIT

Please cite this article in press as: Griffiths, T. L. Manifesto for a new (computational) cognitive revolution. Cognition (2014), http://
dx.doi.org/10.1016/j.cognition.2014.11.026

An Example
• What makes an image memorable?

Aude Oliva, MIT http://cvcl.mit.edu/memorableImages.html

“In addition to applications in the gaming and entertainment industries (e.g 
for building visual memory games and more efficient mnemonic techniques), 
the impact of such algorithms in education, clinical research and re-
education could be phenomenal: measuring visual memory degradation, 
and understanding more precisely what aspects of visual memory are 
deficient in specific psychological or brain disorders is an expanding area of 
research.”

Construct Validity?
• All the concerns we raised about construct validity in the 

last part of the course can be raised here. 

• How do we connect big data — sometimes at a very large 
scale — to questions about how we process information? 

• Scale cascade thesis: decisions even by individuals in 
their local, peculiar context get aggregated across millions 
of people making those decisions, and so the individual 
scale cascades into a very large population scale, 
permitting us to see patterns across millions of individuals. 

• Big data = “macroscope”

But How?
• Areas that use big data are in need of cognitive scientists like 

us to help frame and explore new questions about human 
behavior and cognition.  

• But, there is no precise recipe for a big-data project. 

• We have to apply the cascade thesis: 

• If people do X in situation Y, what patterns Z would we expect 
in data that measures thousands upon thousands (or 
millions!) of people? 

• Where can I get big data that will let me have a 
“macroscope” onto the relationship between X/Y/Z?



Get Your Macroscope On
• Online databases 

• Public, such as Google Ngram — something made widely available and 
easy to use. 

• Private: Sometimes companies will allow you access to their data under 
various conditions; need to arrange a contract or set of conditions. 

• Internet scraping (“do it yourself”) 

• Simple aggregation, such as downloading a large number of web 
pages from one site. Simple and easy to do so. 

• Content identification is more complicated; might have to write some 
programming to “crawl” through content of interest (e.g., news 
comments, sports statistics, etc.).

Another Example

Previous Winners What We Found

context: the intended valence of that message. To test this, 
we use star rating to predict information in regression 
models: Does variation in valence (rating) predict the level 
of information encoded? 

124,622 Yelp reviews1 were imported and processed in 
Python using json. We used nltk and numpy/scipy 
libraries to carry out most calculations. To calculate RI-Ent 
we used nltk’s MLE entropy function. 

Results  
At least one obvious measure may correlate with star ratings: 
review length (in number of words). We first test this variable 
and then include it as a covariate when testing our key 
information-theoretic measures. 

Review length. It is well known that bin count can impact 
our key information-theoretic measures. In fact, review 
length indeed differed by star rating (see Fig. 2). We used a 
simple linear model to predict review length by stars.2 There 
were significantly more words per review for lower stars (r2 
= .01, t(124,621) = -38.7, p < .001).  This represents a small 
but significant effect—detectable thanks to the massive 
power of the large Yelp corpus. We used review length as a 
covariate in our subsequent analyses of information-
theoretic measures. 

(1) Review-internal entropy (RI-Ent). When not 
controlling for review length there was a small, but highly 

significant effect of stars in predicting RI-Ent (r2 = .009, 
t(124,621) = -34.01, p < .001). Again, this shows a reliable 
but weak effect; stars account significantly for about 1% of 
the variance in RI-Ent (see Fig. 3A).  

We controlled for review length by fully residualizing RI-
Ent in the following way: We predicted RI-Ent by review 
length, and stored the residuals as a new outcome variable 
for the linear model with stars as the predictor. Residuals 
would therefore reflect unique variance associated with star 
rating in predicting RI-Ent. When doing this, there is no 
longer a significant effect of rating (r2 ≅ 0, t(124,621) = 
-0.43, p = .67). It appears that the variability present in RI-
Ent does not covary with message valence when review 
length is controlled. 

(2) Average unigram information (AUI). Interestingly,  
and unexpectedly, AUI shows a quadratic relationship with 
stars (see also Hu, Pavlou & Zhang, 2006 for similar 
findings). This is plainly seen in Fig. 3B. To model this, we 
converted stars into a quadratic term ([1,2,3,4,5] = 
[4,1,0,1,4]). When not controlling for review length the raw 
analysis revealed a small but highly significant effect of 
stars in predicting AUI (r2 = .010, t(124,621) = 36.24, p < .001), 
such that information density of a review increased as rating 
levels became more extreme.  
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Figure 3: Initial relationships, without additional covariates, between star rating and (A) review-internal entropy (RI-Ent), 
(B) average unigram information (AUI), (C) average conditional information (ACI), and (D) conditional information 
variability (CIV).
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Another Example
• At UC Merced we are interested in dynamics and 

human behavior. Why not apply our trade to some 
areas of broad interest? 

• We can use Big Data to study ourselves… 

• Side project: last.fm aggregation.



Cultoromics

Cultoromics
• Google teamed up with researchers to release 4% of 

all published books in history, digitized into n-grams 
for us to explore and analyze. 

• Represents massive volume, but also increasing 
velocity. 

• Could there be problems of variety and veracity in 
Google Ngram? 
• Of course, because we have many different kinds of publications 

and literatures, and also words may be used in diverse contexts. 
• For example, are words being “used” or “mentioned.”

What’s an n-gram?
• An n-gram is a sequence of words of length n: 

• Here are four 1-grams (or, “unigrams”): [Spivey], 
[eating], [run], [fresh] 

• Three 2-grams (or “bigrams”): [Spivey 
pontificates], [eating apples],[Yoshimi 
expostulates] 

• Two 3-grams (or “trigram”): [the cat puked],
[Ronald McDonald sweats]



What’s an n-gram?
• n-grams have associated frequencies.  

• Unigrams have frequencies that equal the frequency of the one 
word itself, of course. 

• Question: Would bigrams be more or less frequent, on average, 
than unigrams? 

• Bigrams are much less frequent, on average, than unigrams. 

• E.g., [the person] is less frequent than [the] 

• n-grams can also have frequency 0, of course! E.g., [apple cake 
freshened] probably has a frequency of 0, but it is still a trigram that 
we can investigate. Who freshened the apple cake, after all?

Google Ngram
• So Google Ngram lets us specify n-grams of 

interest, up to a length of 5.

Google Ngram
Three unigrams: dog, cat, eats

Google Ngram
Add a bigram: dog eats



Google Ngram
A bigram and trigram: dog eats, dog eats cat

Google Ngram
Here’s a 5-gram for you: the dog ate my homework

Research Questions
Remember the macroscope principle. 

Individual decisions cascade over millions 
of people and generate patterns at a higher 

level. What is Google Ngram good for?

How big is the English lexicon?

How Big?
• In Michel et al., they compiled a list of all common 1-grams 

in 1900, 1950, and 2000. 

• 1,117,997, 1,102,920, and 1,489,337, 1-grams 
respectively in 1900, 1950, and 2000. 

• Lots of these were junk of course (numbers, stray 
letters, etc.). 

• So: They sampled a subset of the unigrams (words) in 
each year, and estimated the % of that sample that were 
“real” words; they can then generalize that % to the total 
count.



1,117,997 words in 1900

Sample a subset of these

about 50% “real words”

generalize 
back: 

50% of 1.1M 
is about 550K

Result

Quantitative Analysis of Culture
Using Millions of Digitized Books
Jean-Baptiste Michel,1,2,3,4,5*† Yuan Kui Shen,2,6,7 Aviva Presser Aiden,2,6,8 Adrian Veres,2,6,9

Matthew K. Gray,10 The Google Books Team,10 Joseph P. Pickett,11 Dale Hoiberg,12

Dan Clancy,10 Peter Norvig,10 Jon Orwant,10 Steven Pinker,5

Martin A. Nowak,1,13,14 Erez Lieberman Aiden1,2,6,14,15,16,17*†

We constructed a corpus of digitized texts containing about 4% of all books ever printed. Analysis of this
corpus enables us to investigate cultural trends quantitatively. We survey the vast terrain of ‘culturomics,’
focusing on linguistic and cultural phenomena that were reflected in the English language between
1800 and 2000. We show how this approach can provide insights about fields as diverse as lexicography,
the evolution of grammar, collective memory, the adoption of technology, the pursuit of fame,
censorship, and historical epidemiology. Culturomics extends the boundaries of rigorous quantitative
inquiry to a wide array of new phenomena spanning the social sciences and the humanities.

Reading small collections of carefully cho-
senworks enables scholars tomake pow-
erful inferences about trends in human

thought. However, this approach rarely enables
precise measurement of the underlying phenome-
na. Attempts to introduce quantitative methods
into the study of culture (1–6) have been ham-
pered by the lack of suitable data.

We report the creation of a corpus of
5,195,769 digitized books containing ~4% of all
books ever published. Computational analysis of
this corpus enables us to observe cultural trends
and subject them to quantitative investigation.
‘Culturomics’ extends the boundaries of scientific
inquiry to a wide array of new phenomena.

The corpus has emerged from Google’s effort
to digitize books. Most books were drawn from
over 40 university libraries around the world.
Each page was scanned with custom equipment
(7), and the text was digitized bymeans of optical
character recognition (OCR). Additional vol-
umes, both physical and digital, were contributed

by publishers. Metadata describing the date and
place of publication were provided by the li-
braries and publishers and supplemented with
bibliographic databases. Over 15 million books
have been digitized [~12% of all books ever
published (7)]. We selected a subset of over 5
million books for analysis on the basis of the
quality of their OCR and metadata (Fig. 1A and
fig. S1) (7). Periodicals were excluded.

The resulting corpus contains over 500 billion
words, in English (361 billion), French (45 billion),
Spanish (45 billion), German (37 billion), Chinese
(13 billion), Russian (35 billion), and Hebrew
(2 billion). The oldest works were published in
the 1500s. The early decades are represented by
only a few books per year, comprising several
hundred thousand words. By 1800, the corpus
grows to 98 million words per year; by 1900, 1.8
billion; and by 2000, 11 billion (fig. S2).

The corpus cannot be read by a human. If you
tried to read only English-language entries from
the year 2000 alone, at the reasonable pace of 200
words/min, without interruptions for food or sleep,
it would take 80 years. The sequence of letters is
1000 times longer than the human genome: If
you wrote it out in a straight line, it would reach
to the Moon and back 10 times over (8).

To make release of the data possible in light
of copyright constraints, we restricted this initial
study to the question of how often a given 1-gram
or n-gramwas used over time. A 1-gram is a string
of characters uninterrupted by a space; this in-
cludeswords (“banana”, “SCUBA”) but also num-
bers (“3.14159”) and typos (“excesss”). An n-gram
is a sequence of 1-grams, such as the phrases “stock
market” (a 2-gram) and “the United States of
America” (a 5-gram). We restricted n to 5 and lim-
ited our study to n-grams occurring at least 40
times in the corpus.

Usage frequency is computed by dividing the
number of instances of the n-gram in a given year
by the total number of words in the corpus in that
year. For instance, in 1861, the 1-gram “slavery”
appeared in the corpus 21,460 times, on 11,687

pages of 1208 books. The corpus contains
386,434,758words from 1861; thus, the frequency
is 5.5 × 10−5. The use of “slavery” peaked during
the Civil War (early 1860s) and then again during
the civil rights movement (1955–1968) (Fig. 1B)

In contrast, we compare the frequency of “the
Great War” to the frequencies of “World War I”
and “World War II”. References to “the Great
War” peak between 1915 and 1941. But although
its frequency drops thereafter, interest in the un-
derlying events had not disappeared; instead, they
are referred to as “World War I” (Fig. 1C).

These examples highlight two central factors
that contribute to culturomic trends.Cultural change
guides the concepts we discuss (such as “slavery”).
Linguistic change, which, of course, has cultural
roots, affects the words we use for those concepts
(“the Great War” versus “World War I”). In this
paper, we examine both linguistic changes, such
as changes in the lexicon and grammar, and cul-
tural phenomena, such as how we remember peo-
ple and events.

The full data set, which comprises over two
billion culturomic trajectories, is available for
download or exploration at www.culturomics.org
and ngrams.googlelabs.com.

The size of the English lexicon. How many
words are in the English language (9)?

We call a 1-gram “common” if its frequency is
greater than one per billion. [This corresponds to
the frequency of the words listed in leading dic-
tionaries (7) (fig. S3).] We compiled a list of all
common 1-grams in 1900, 1950, and 2000, based
on the frequency of each 1-gram in the preced-
ing decade. These lists contained 1,117,997 com-
mon 1-grams in 1900, 1,102,920 in 1950, and
1,489,337 in 2000.

Not all common 1-grams are English words.
Many fell into three nonword categories: (i) 1-grams
with nonalphabetic characters (“l8r”, “3.14159”),
(ii) misspellings (“becuase”, “abberation”), and
(iii) foreign words (“sensitivo”).

To estimate the number of English words, we
manually annotated random samples from the
lists of common 1-grams (7) and determined what
fraction were members of the above nonword
categories. The result ranged from 51% of all
common 1-grams in 1900 to 31% in 2000.

Using this technique, we estimated the num-
ber of words in the English lexicon as 544,000 in
1900, 597,000 in 1950, and 1,022,000 in 2000.
The lexicon is enjoying a period of enormous
growth: The addition of ~8500 words/year has
increased the size of the language by over 70%
during the past 50 years (Fig. 2A).

Notably, we found more words than appear in
any dictionary. For instance, the 2002 Webster’s
Third New International Dictionary (W3), which
keeps track of the contemporary American lexicon,
lists approximately 348,000 single-wordwordforms
(10); the American Heritage Dictionary of the En-
glish Language, Fourth Edition (AHD4) lists
116,161 (11). (Both contain additional multiword
entries.) Part of this gap is because dictionaries often
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From Michel et al. reading

Result

Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Result

Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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From Michel et al. reading



Research Questions
Remember the macroscope principle. 

Individual decisions cascade over millions 
of people and generate patterns at a higher 

level. What is Google Ngram good for?

How is grammar changing?

Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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Although irregulars generally yield to regu-
lars, two verbs did the opposite: light/lit and
wake/woke. Both were irregular inMiddle English,
were mostly regular by 1800, and subsequently
backtracked and are irregular again today. The
fact that these verbs have been going back and
forth for nearly 500 years highlights the gradual
nature of the underlying process.

Still, there was at least one instance of rapid
progress by an irregular form. Presently, 1% of

the English-speaking population switches from
“sneaked” to “snuck” every year. Someone will
have snuck off while you read this sentence. As
before, this trend is more prominent in the United
States but recently sneaked across the Atlantic:
America is the world’s leading exporter of both
regular and irregular verbs.

Out with the old. Just as individuals forget
the past (18, 19), so do societies (20) (fig. S6). To
quantify this effect, we reasoned that the fre-

quency of 1-grams such as “1951” could be used
to measure interest in the events of the corre-
sponding year, and we created plots for each year
between 1875 and 1975.

The plots had a characteristic shape. For
example, “1951” was rarely discussed until
the years immediately preceding 1951. Its fre-
quency soared in 1951, remained high for 3 years,
and then underwent a rapid decay, dropping by
half over the next 15 years. Finally, the plots

Fig. 2. Culturomics has profound consequences for
the study of language, lexicography, and grammar.
(A) The size of the English lexicon over time. Tick
marks show the number of single words in three
dictionaries (see text). (B) Fraction of words in the
lexicon that appear in two different dictionaries as a
function of usage frequency. (C) Five words added
by the AHD in its 2000 update. Inset: Median fre-
quency of new words added to AHD4 in 2000. The
frequency of half of these words exceeded 10−9 as
far back as 1890 (white dot). (D) Obsolete words
added to AHD4 in 2000. Inset: Mean frequency of
the 2220 AHD headwords whose current usage fre-
quency is less than 10−9. (E) Usage frequency of
irregular verbs (red) and their regular counterparts
(blue). Some verbs (chide/chided) have regularized
during the past two centuries. The trajectories for
“speeded” and “speed up” (green) are similar, re-
flecting the role of semantic factors in this instance
of regularization. The verb “burn” first regularized
in the United States (U.S. flag) and later in the
United Kingdom (UK flag). The irregular “snuck” is
rapidly gaining on “sneaked”. (F) Scatterplot of the
irregular verbs; each verb’s position depends on its
regularity (see text) in the early 19th century (x coor-
dinate) and in the late 20th century (y coordinate).
For 16% of the verbs, the change in regularity was
greater than 10% (large font). Dashed lines sepa-
rate irregular verbs (regularity < 50%) from reg-
ular verbs (regularity > 50%). Six verbs became
regular (upper left quadrant, blue), whereas two be-
came irregular (lower right quadrant, red). Inset:
The regularity of “chide” over time. (G) Median reg-
ularity of verbs whose past tense is often signified
with a -t suffix instead of -ed (burn, smell, spell, spill,
dwell, learn, and spoil) in U.S. (black) and UK (gray)
books.
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US regularized at 
a faster rate than 
the UK… why?

From Big Data to Behavioral Study

• Big Data can help us make predictions for testing outside of the 
lab. 

• We used the finding from Michel et al. to see if people in 
densely populated regions are more likely to endorse 
regularization: slept —> sleeped. 

• Crowdsourced many participants online and asked how many 
people were non-native English speakers around them. 

• If you hear non-standard English during your days growing up, 
are you more willing to endorse a grammatical regularization?

Dale & Lupyan, 2012
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Fig. 5. Left: The productivity of several derivational suffixes in the US and UK. The inverse
productivity score is equal to log(froot/f-ify) where f is the number of returned Google hits of
the word. Lower scores reflect greater productivity of the derivational forms. A = ugly/uglify,
B = city/citify, C = pressure/pressurize, D = pay/payee, E = retire/retiree. Right: Endorsement
rating of regularized forms of English verbs as a function of percentage of childhood non-native
exposure. Note: The points have been plotted with some random jitter to avoid superimposition.

becoming irregular: the past tense of to light is shifting from lighted to lit. We
performed a Google n-gram analysis (http://books.google.com/ngrams) examining
the frequency trajectories of light and lit. In printed British English, lit overtook
lighted in 1908. In contrast, in American English the switch did not take place until
1943. We also performed the light/lit comparison using the Google Trends dataset
(http://www.google.com/trends), which tracks Google search keywords and is thus
more up-to-date and reflects more casual language usage. It shows that in Ameri-
can English, the ratio of lit to lighted is 1.86 : 1. In British English, the ratio cannot
be computed because there are insufficient occurrences of the term lighted. Thus,
at least in this case, Americans appear to be less innovative when it comes to
irregularization, once again trending towards greater regularity.b

The linguistic niche hypothesis offers an explanation: American English is more
regular than British English because it has more non-native learners for whom
deviations from dominant grammatical paradigms pose a greater learning problem
than for L1 learners (80% of English speakers are L1 speakers in the US versus
95% in the UK, [16]). We sought to test this prediction in a human study involv-
ing only American English speakers. We recruited human participants to provide
judgments about the past-tense of several English verbs that currently have both

bThe use of lighted relative to lit in American English peaks at Christmas, apparently owing to
references to lighting candles and other ornaments, but as revealed by a Google trends analysis,
within the past 5 years this usage is becoming increasingly rare.
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Dangers
• Big Data is a movement that is certainly hyped right 

now. It has been the subject of many various jokes 
that have found their way into comics:

Dangers
• A more tangible danger other than trying to “seem fashionable” is 

that Big Data can produce countless potentially trivial or 
uninteresting relationships. 

• Put simply: With so much data, even the smallest correlations 
may come out statistically significant; how do we separate the 
wheat from the chaff?

Big Data

• Today: the basics, and culturomics. 

• Thursday: neurosynth. 

• Next week: language analysis and modeling. 


