
COGS 105
Research Methods for Cognitive Scientists

Week 5, Class 2: 
Behavioral Methods IV: Research Ethics

Cynical Science Memes…

Cynical Science Comics…
• Famous “Ph.D. Comics” (a favorite of graduate 

students everywhere…).

Cognitive Science



Research Ethics
• Several ethical issues 

• Safety and fairness to participants in the study 

• Honesty and accuracy of scientific practices 

• Accuracy of reporting to the community 

• Data sharing and openness to the community

Safety Issues
• IRB = Institutional Review Board 

• Each university has one (sometimes more, for different types 
of research) 

• Tracks compliance with federal law; oversees research by all 
at a university whose work might impact people and animals 

• Federal law: Health and Human Services (HHS) and FDA 
Protection of Human Subjects Regulations 

• Researchers submit IRB applications for approval; doing your 
research before approval can lead to punishment (e.g., ban 
from research or worse).

UC Merced’s IRB “Exemption”
• Most basic cognitive science research, such as RT 

experiments, is deemed “exempt” from any real 
risk. These experiments that get permission in an 
expedited fashion. 

• Risk? “You might become slightly bored.”



E.g.: Exemption

http://rci.ucmerced.edu/irb/researchers/types-review

Research Ethics
• Several ethical issues 

• Safety and fairness to participants in the study 

• Honesty and accuracy of scientific practices 

• Accuracy of reporting to the community 

• Data sharing and openness to the community

Replication
• If we setup the same conditions again and run the study, 

the result should essentially be the same (allowing for 
statistical variability that is expected). 

• Why would it not be the same — results are different 
— after trying to replicate it?

Scientific Practices
• When we publish a paper on our newest awesome 

finding, it is the end result of a long series of scientific 
decisions we make. 

• Task design, stimulus design, subject recruitment, 
data management and cleaning, data analysis, and so 
on… 

• Typically, it is expected that we report our work in such 
detail that others could replicate it, but this is difficult 
to achieve in a single paper that often has length 
restrictions.



“Experimenter Degrees of 
Freedom”

• But we face an important problem, related to last class, 
too: Scientists themselves can be impacted by their 
wants, needs, desires, etc. careers. 

• This means scientists might can impact subtle 
decisions about the study that could bias in favor of 
getting a positive outcome of the study. 

• These decisions can be called “experimenter 
degrees of freedom,” and they are often 
unaccounted for after the study is done (Simmons et 
al., 2011).

Classic Example
• When have you run enough participants to stop and 

report your work to the scientific community? 

• Optimal strategy: Sit down, look at past findings, and 
carefully work out how many subjects you are going to run 
in advance (general rule: the more, the better). “Power 
analysis.” 

• Bad strategy: Think of a number, run that number, do a 
quick check and then “hey, looks promising, let’s run some 
more.” Iterate. This is using your “experimenter degrees of 
freedom” — you are biased to stop when you get your 
effect! Sometimes called “p-hacking.”
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Our job as scientists is to discover truths about the world. We 
generate hypotheses, collect data, and examine whether or not 
the data are consistent with those hypotheses. Although we 
aspire to always be accurate, errors are inevitable.

Perhaps the most costly error is a false positive, the incor-
rect rejection of a null hypothesis. First, once they appear in 
the literature, false positives are particularly persistent. 
Because null results have many possible causes, failures to 
replicate previous findings are never conclusive. Furthermore, 
because it is uncommon for prestigious journals to publish null 
findings or exact replications, researchers have little incentive 
to even attempt them. Second, false positives waste resources: 
They inspire investment in fruitless research programs and can 
lead to ineffective policy changes. Finally, a field known for 
publishing false positives risks losing its credibility.

In this article, we show that despite the nominal endorse-
ment of a maximum false-positive rate of 5% (i.e., p ≤ .05), 
current standards for disclosing details of data collection and 
analyses make false positives vastly more likely. In fact, it is 
unacceptably easy to publish “statistically significant” evi-
dence consistent with any hypothesis.

The culprit is a construct we refer to as researcher degrees 
of freedom. In the course of collecting and analyzing data, 
researchers have many decisions to make: Should more data 
be collected? Should some observations be excluded? Which 
conditions should be combined and which ones compared? 

Which control variables should be considered? Should spe-
cific measures be combined or transformed or both?

It is rare, and sometimes impractical, for researchers to 
make all these decisions beforehand. Rather, it is common 
(and accepted practice) for researchers to explore various ana-
lytic alternatives, to search for a combination that yields “sta-
tistical significance,” and to then report only what “worked.” 
The problem, of course, is that the likelihood of at least one (of 
many) analyses producing a falsely positive finding at the 5% 
level is necessarily greater than 5%.

This exploratory behavior is not the by-product of mali-
cious intent, but rather the result of two factors: (a) ambiguity 
in how best to make these decisions and (b) the researcher’s 
desire to find a statistically significant result. A large literature 
documents that people are self-serving in their interpretation 
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Abstract
In this article, we accomplish two things. First, we show that despite empirical psychologists’ nominal endorsement of a low rate 
of false-positive findings (≤ .05), flexibility in data collection, analysis, and reporting dramatically increases actual false-positive 
rates. In many cases, a researcher is more likely to falsely find evidence that an effect exists than to correctly find evidence 
that it does not.  We present computer simulations and a pair of actual experiments that demonstrate how unacceptably easy 
it is to accumulate (and report) statistically significant evidence for a false hypothesis. Second, we suggest a simple, low-cost, 
and straightforwardly effective disclosure-based solution to this problem.  The solution involves six concrete requirements for 
authors and four guidelines for reviewers, all of which impose a minimal burden on the publication process.
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General Article Example from Simmons et al.

4  Simmons et al. 

Contradicting this intuition, Figure 1 shows the false-posi-
tive rates from additional simulations for a researcher who has 
already collected either 10 or 20 observations within each of 
two conditions, and then tests for significance every 1, 5, 10, 
or 20 per-condition observations after that. The researcher 
stops collecting data either once statistical significance is 
obtained or when the number of observations in each condi-
tion reaches 50.

Figure 1 shows that a researcher who starts with 10 obser-
vations per condition and then tests for significance after every 
new per-condition observation finds a significant effect 22% 
of the time. Figure 2 depicts an illustrative example continuing 
sampling until the number of per-condition observations 
reaches 70. It plots p values from t tests conducted after each 

pair of observations. The example shown in Figure 2 contra-
dicts the often-espoused yet erroneous intuition that if an 
effect is significant with a small sample size then it would nec-
essarily be significant with a larger one.

Solution
As a solution to the flexibility-ambiguity problem, we offer 
six requirements for authors and four guidelines for reviewers 
(see Table 2). This solution substantially mitigates the problem 
but imposes only a minimal burden on authors, reviewers, and 
readers. Our solution leaves the right and responsibility of 
identifying the most appropriate way to conduct research in 
the hands of researchers, requiring only that authors provide 
appropriately transparent descriptions of their methods so that 
reviewers and readers can make informed decisions regarding 
the credibility of their findings. We assume that the vast major-
ity of researchers strive for honesty; this solution will not help 
in the unusual case of willful deception.

Requirements for authors
We propose the following six requirements for authors.

1. Authors must decide the rule for terminating data 
collection before data collection begins and report 
this rule in the article. Following this requirement 
may mean reporting the outcome of power calcu-
lations or disclosing arbitrary rules, such as “we 
decided to collect 100 observations” or “we decided 
to collect as many observations as we could before 
the end of the semester.” The rule itself is secondary, 
but it must be determined ex ante and be reported.
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Fig. 1. Likelihood of obtaining a false-positive result when data collection 
ends upon obtaining significance (p ≤ .05, highlighted by the dotted line).  The 
figure depicts likelihoods for two minimum sample sizes, as a function of the 
frequency with which significance tests are performed.
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Fig. 2. Illustrative simulation of p values obtained by a researcher who 
continuously adds an observation to each of two conditions, conducting 
a t test after each addition. The dotted line highlights the conventional 
significance criterion of p ≤ .05.

Table 2. Simple Solution to the Problem of False-Positive 
Publications

Requirements for authors
 1.   Authors must decide the rule for terminating data collection 

before data collection begins and report this rule in the article.
 2.   Authors must collect at least 20 observations per cell or else 

provide a compelling cost-of-data-collection justification.
 3.  Authors must list all variables collected in a study.
 4.   Authors must report all experimental conditions, including 

failed manipulations.
 5.   If observations are eliminated, authors must also report what 

the statistical results are if those observations are included.
 6.   If an analysis includes a covariate, authors must report the 

statistical results of the analysis without the covariate.
Guidelines for reviewers
 1.  Reviewers should ensure that authors follow the requirements.
 2.  Reviewers should be more tolerant of imperfections in results.
 3.   Reviewers should require authors to demonstrate that their 

results do not hinge on arbitrary analytic decisions.
 4.   If justifications of data collection or analysis are not compel-

ling, reviewers should require the authors to conduct an 
exact replication.
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Publications

Requirements for authors
 1.   Authors must decide the rule for terminating data collection 

before data collection begins and report this rule in the article.
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provide a compelling cost-of-data-collection justification.
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 4.   Authors must report all experimental conditions, including 
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exact replication.

Running more subjects iteratively and then checking can lead 
to false positives. The data above are from computer 

simulations (where there is no effect) showing you can get 
high % of false positives under this strategy.



Research Ethics
• Several ethical issues 

• Safety and fairness to participants in the study 

• Honesty and accuracy of scientific practices 

• Accuracy of reporting to the community 

• Data sharing and openness to the community

“Publication Bias”
• Scientists and professors are stressed out.  

• In addition to teaching, they spend countless hours 
contributing to their scientific community and advising 
graduate students and doing research. 

• Unfortunately, that means that succumbing to stress is 
possible — all people can be lazy, they can be biased to 
publish crappy results, not driven to carefully check our 
descriptions in papers, etc. 

• Problematic incentive structure of academic science?

“Publication Bias”
• Here’s an example of not reporting everything you’ve 

run to your community in order to bias towards 
publication. 

• Run 20 studies. By chance, how many are probably 
going to have something in them that is significant, 
according to a p-value? 

• 1 out of 20; p = .05 or less. 

• Publication bias: Tuck the 19 studies “in your file 
drawer” and publish just that 1 study.



Example?

BRIEF REPORT

Too good to be true: Publication bias in two prominent
studies from experimental psychology

Gregory Francis

Published online: 15 February 2012
# Psychonomic Society, Inc. 2012

Abstract Empirical replication has long been considered the
final arbiter of phenomena in science, but replication is under-
mined when there is evidence for publication bias. Evidence
for publication bias in a set of experiments can be found when
the observed number of rejections of the null hypothesis
exceeds the expected number of rejections. Application of this
test reveals evidence of publication bias in two prominent
investigations from experimental psychology that have pur-
ported to reveal evidence of extrasensory perception and to
indicate severe limitations of the scientific method. The pres-
ence of publication bias suggests that those investigations
cannot be taken as proper scientific studies of such phenomena,
because critical data are not available to the field. Publication
bias could partly be avoided if experimental psychologists
started using Bayesian data analysis techniques.

Keywords Statistical inference . Repeated testing

Experimental psychologists are trained to use statistics to
prevent faulty interpretations of their data. By formalizing
the decision process, statistical analysis is supposed to remove
the influence of the researcher’s belief or desire. No researcher
in experimental psychology would report an experiment that
involved filtering out subjects who did not behave according
to the researcher’s expectations, because such actions would
render the findings scientifically meaningless. Publication
bias has a similar effect when replication across experiments
is used to determine the evidence for experimental findings
(Johnson & Yuan, 2007). When replication is the criterion by
which scientific results are judged, a bias to publish positive

findings is essentially the same error as filtering out subjects
who do not behave in a desired way. Even well-designed
studies can be rendered scientifically useless if other studies
are done poorly and publication bias contaminates the set.

Here, publication bias is investigated in two prominent sets
of results from experimental psychology. These studies have
attracted widespread attention in both academic and nonaca-
demic reports, because they appear to challenge the estab-
lished scientific understanding of the universe and the
scientific method. As one example, Bem (2011) reported
empirical evidence that humans can sense future events and
use that information to judge the present, an ability that is
usually referred to as psi. Convincing evidence for psi would
necessitate major alterations in theories of psychology, biolo-
gy, and physics. As another example, Schooler (2011) de-
scribed the “decline effect,” in which early empirical
investigations show the strong presence of a phenomenon,
but later studies show weak or nonexistent effects. Schooler
speculated that scientific studies might introduce something
akin to the Heisenberg uncertainty principle, in which obser-
vations of effects modify the properties of what is being
studied. If this speculation were true, it would imply a funda-
mental rethinking of causality and would put in question the
ability of scientific investigations to reveal truths about the
world. The present study reports new analyses of the data sets
used to support these claims, leading to the deduction that
their conclusions are unwarranted because both data sets
suffer from publication bias. As a result, the studies at issue
do not provide useful scientific information about the
phenomena they have attempted to study.

Publication bias in Bem (2011)

The psi experiments reported by Bem (2011) have been
criticized on both methodological and analytical grounds

G. Francis (*)
Department of Psychological Sciences, Purdue University,
West Lafayette, IN, USA
e-mail: gfrancis@purdue.edu

Psychon Bull Rev (2012) 19:151–156
DOI 10.3758/s13423-012-0227-9

Bem (2011)
• Francis challenges the following paper on the 

grounds that it probably does not report all of the 
experiments that were conducted.

Feeling the Future: Experimental Evidence for Anomalous Retroactive
Influences on Cognition and Affect

Daryl J. Bem
Cornell University

The term psi denotes anomalous processes of information or energy transfer that are currently unex-
plained in terms of known physical or biological mechanisms. Two variants of psi are precognition
(conscious cognitive awareness) and premonition (affective apprehension) of a future event that could not
otherwise be anticipated through any known inferential process. Precognition and premonition are
themselves special cases of a more general phenomenon: the anomalous retroactive influence of some
future event on an individual’s current responses, whether those responses are conscious or noncon-
scious, cognitive or affective. This article reports 9 experiments, involving more than 1,000 participants,
that test for retroactive influence by “time-reversing” well-established psychological effects so that the
individual’s responses are obtained before the putatively causal stimulus events occur. Data are presented
for 4 time-reversed effects: precognitive approach to erotic stimuli and precognitive avoidance of
negative stimuli; retroactive priming; retroactive habituation; and retroactive facilitation of recall. The
mean effect size (d) in psi performance across all 9 experiments was 0.22, and all but one of the
experiments yielded statistically significant results. The individual-difference variable of stimulus seek-
ing, a component of extraversion, was significantly correlated with psi performance in 5 of the
experiments, with participants who scored above the midpoint on a scale of stimulus seeking achieving
a mean effect size of 0.43. Skepticism about psi, issues of replication, and theories of psi are also
discussed.

Keywords: psi, parapsychology, ESP, precognition, retrocausation

The term psi denotes anomalous processes of information or
energy transfer that are currently unexplained in terms of known
physical or biological mechanisms. The term is purely descriptive;
it neither implies that such phenomena are paranormal nor con-
notes anything about their underlying mechanisms. Alleged psi
phenomena include telepathy, the apparent transfer of information
from one person to another without the mediation of any known
channel of sensory communication; clairvoyance (sometimes
called remote viewing), the apparent perception of objects or
events that do not provide a stimulus to the known senses; psy-
chokinesis, the apparent influence of thoughts or intentions on
physical or biological processes; and precognition (conscious cog-
nitive awareness) or premonition (affective apprehension) of a
future event that could not otherwise be anticipated through any
known inferential process.

Precognition and premonition are themselves special cases of a
more general phenomenon: the anomalous retroactive influence of
some future event on an individual’s current responses, whether
those responses are conscious or nonconscious, cognitive or affec-
tive. This article reports nine experiments designed to test for such
retroactive influence by “time-reversing” several well-established
psychological effects, so that the individual’s responses are ob-
tained before the putatively causal stimulus events occur.

Psi is a controversial subject, and most academic psychologists
do not believe that psi phenomena are likely to exist. A survey of
1,100 college professors in the United States found that psychol-
ogists were much more skeptical about the existence of psi than
were their colleagues in the natural sciences, the other social
sciences, or the humanities (Wagner & Monnet, 1979). In fact,
34% of the psychologists in the sample declared psi to be impos-
sible, a view expressed by only 2% of all other respondents.
Although our colleagues in other disciplines would probably agree
with the oft-quoted dictum that “extraordinary claims require
extraordinary evidence,” we psychologists are more likely to be
familiar with the methodological and statistical requirements for
sustaining such claims and aware of previous claims that failed
either to meet those requirements or to survive the test of success-
ful replication. Several other reasons for our greater skepticism are
discussed by Bem and Honorton (1994, pp. 4–5).

There are two major challenges for psi researchers, one empir-
ical and one theoretical. The major empirical challenge, of course,
is to provide well-controlled demonstrations of psi that can be
replicated by independent investigators. That is the major goal in
the research program reported in this article. Accordingly, the

I am grateful to the students who served as head research assistants and
laboratory coordinators for their enthusiasm and dedication to this contro-
versial enterprise: Ben Edelman, Rebecca Epstein, Dan Fishman, Jamison
Hahn, Eric Hoffman, Kelly Lin, Brianne Mintern, Brittany Terner, and
Jade Wu. I am also indebted to the 30 other students who served as friendly
and reliable experimenters over the course of this research program. Dean
Radin, senior scientist at the Institute of Noetic Sciences (IONS), and
David Sherman, professor of psychology at the University of California,
Santa Barbara, provided valuable guidance in the preparation of this article.

Correspondence concerning this article should be addressed to Daryl J.
Bem, Department of Psychology, Uris Hall, Cornell University, Ithaca, NY
14853. E-mail: d.bem@cornell.edu

Journal of Personality and Social Psychology © 2011 American Psychological Association
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Power and Chance
• If you have a series of low-powered studies, with a 

weak or striking effect, several of these studies 
shouldn’t pan out. So Francis argues:

(Wagenmakers, Wetzels, Borsboom & van der Maas, 2011).
However, the methodological criticisms are partly specula-
tive, because many experimental steps are not fully de-
scribed in the published reports. The analytical criticisms
are also only partially convincing. Although Wagenmakers
et al. noted that the individual experiments in Bem (2011)
do not meet the analytical criteria of a standard Bayesian
analysis, Rouder and Morey (2011) used a Bayesian meta-
analysis and found some evidence for the proposed psi
effect, although the latter authors emphasized that such
evidence must be considered in the context of other,
conflicting evidence.

Perhaps the most striking property of Bem (2011) is that
nine out of 10 described investigations rejected the null
hypothesis, thereby indicating evidence for psi. For many
scientists, replication of an effect across multiple experi-
ments provides compelling evidence, but this interpretation
is misguided, because it does not consider the statistical
power of the experiments. If all of the experiments have
high power (the probability of rejecting the null hypothesis
when it is false), multiple experiments that reject the null
hypothesis would indeed be strong evidence for an effect.
However, if the experiments have low or moderate power,
then even if the effect were real, one would expect to fre-
quently not reject the null hypothesis.

Ioannidis and Trikalinos (2007) used this observation to
develop a statistical test for publication bias. The basic idea is
to measure the power of each experiment and to use those
measures to predict how often one would expect the null
hypothesis to be rejected. If the number of reported rejections
is substantially different from what was expected, then the test
has found evidence for some kind of publication bias. In
essence, the test is a check on the internal consistency of the
number of reported rejections, the reported effect sizes, and
the power of the tests to detect those effect sizes.

Meta-analytic methods were applied to estimate the pow-
er of the experiments in Bem (2011), and the key statistical
properties of those experiments are shown in Table 1. A
pooled effect size was measured across the 10 experiments,
to produce g* 0 .186. This pooled effect size differs from the
average effect size reported by Bem because here a correc-
tion has been applied for bias in the effect sizes, and the
effect sizes were pooled by weighting the effect size value
from each study with its inverse variance (Hedges & Olkin,
1985). This pooled effect size was then combined with the
sample size of each experiment to produce an estimated
power value (Champely, 2009; R Development Core Team,
2011) for a one-tailed test with α 0 .05, which is the
hypothesis test Bem used in the original analysis of the data.
The penultimate column in Table 1 shows the estimated
power of each experiment to detect the pooled effect size.
The sum of the power values across the 10 experiments is
6.27, which is the expected number of rejections of the null

hypothesis, given the pooled effect size and the designs of
the experiments. The expected number of rejections of the
null hypothesis is in stark contrast to the observed nine out
of 10 rejections.

The probability of getting nine or more rejections for the
10 experiments reported by Bem (2011) was calculated with
an exact test that computed the probability of every combi-
nation of nine or more rejections out of 10 experiments by
multiplying the appropriate power or Type II error values.
There are 11 ways to get nine or more rejections out of 10
experiments, and given the estimated powers of these
experiments, the probability of getting a set of experiments
with nine or more rejections by chance is .058, which is less
than the .1 criterion frequently used for tests of publication
bias (Begg & Mazumdar, 1994; Ioannidis & Trikalinos,
2007; Stern, Gavaghan, & Egger, 2000). This low probability
suggests that the reported number of rejections of the null
hypothesis is abnormally high, given the power of the experi-
ments to detect the pooled effect size.

The use of a pooled effect size supposes a fixed common
effect across the experiments, and this approach is consistent
with previous interpretations of these experiments (Bem,
2011; Bem, Utts, & Johnson, 2011). It is worthwhile to
consider the possibility that such pooling is not appropriate,
and that each experiment has a different effect size. Such a
calculation is frequently called observed power, and al-
though it is a biased estimate of true power (Yuan & Max-
well, 2005), with the large sample sizes used in these
experiments it should produce a good estimate of the true
power, at least on average. These values are given in the last
column of Table 1.

The sum of the observed power estimates across the 10
experiments is 6.64. The exact test reveals that the proba-
bility of getting nine or more rejections by chance from 10
experiments with these power values is .088. Again, the
number of reported rejections of the null hypothesis

Table 1 Statistical properties of the Bem (2011) experiments on psi

Experiment Sample
Size

Effect
Size

Power From
Pooled ES

Observed
Power

1 100 .249 .578 .796

2 150 .194 .731 .765

3 97 .248 .567 .783

4 99 .202 .575 .639

5 100 .221 .578 .710

6a 150 .146 .731 .555

6b 150 .144 .731 .543

7 200 .092 .834 .365

8 100 .191 .578 .598

9 50 .412 .363 .890

A positive effect size is consistent with psi.

152 Psychon Bull Rev (2012) 19:151–156

Community Orientation
• It is important to remember that any accusation of publication 

bias or “p-hacking” must be taken with standard assumptions 
of innocence until proven guilty — maybe the experimenter 
got lucky, maybe a power analysis would have come to same 
conclusion, etc. 

• A focused awareness of these potential biases is a very 
important feature for a scientist to have. 

• You do not want your findings questioned in the 
community; if the replication does not work out, your 
paper will be consigned to the trash bin of false findings; 
even worse, it could damage your reputation.



Research Ethics
• Several ethical issues 

• Safety and fairness to participants in the study 

• Honesty and accuracy of scientific practices 

• Accuracy of reporting to the community 

• Data sharing and openness to the community

Replication Agenda
• A community of researchers has been developing 

open science practices. 

• These biases can be avoided if we have better 
research practices: 

• Be clear on the front end how you will do your study 

• Share your results and data analysis scripts 

• Share your materials so your work can be 
replicated

Reproducibility Project
• The “Many Labs” project (the required reading; just 

10 pages). 

• Also a broader “Reproducibility Project”: 
Replicate all papers from 2008 in Psychological 
Science, Journal of Experimental Psychology: 
Learning, Memory & Cognition, and Journal of 
Personality and Social Psychology. 

• Over a hundred experiments! Still ongoing.



Controversy
• This incredibly important project has led to some dispute in the 

field. 

• How precise should replications be? Could direct replications 
be difficult if effects were found at a different time, different 
cultural context, etc.? 

• “Conceptual replication” vs. “direct replication” 

• These have also induced “human issues” — sensationalist tweets 
induce anger in original authors whose work may not have 
replicated (or, at least, perfectly replicated). 

• Important ethical dimension: Fairness to fellow researchers in 
considering these replication projects, also important too.

Whoa
There has been some emphasis in replicating social priming effects 
because they seem so striking. The result has been considerable 

dispute not just among scientists, but in public discourse.

Being Fair
There has been dispute about the fairness of 

some of the replication practices; do they give the 
original authors enough air time to address 

issues?

http://edge.org/conversation/headcon-14

“Headcon” Event
The Obvious Truth Here…
• Replication is crucial, and the agenda of the Open 

Science Framework / Center for Open Science will be a 
leading force in the change not just in psychology and 
cognitive science, but perhaps even throughout science… 

• And the specific practices we employ to develop replications and 
tests of other peoples’ work should also be fair and collegial, in order 
to further strengthen the openness vibe. 

• And, importantly: We must allow the possibility that our work will 
prove to be wrong. If we do not allow for this, and we allow ourselves 
to be biased against this possibility, then we are not scientists. 
(Feynman’s “don’t fool ourselves.)



“Many Labs” Project
Replication

Investigating Variation in
Replicability
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Abstract. Although replication is a central tenet of science, direct replications are rare in psychology. This research tested variation in the
replicability of 13 classic and contemporary effects across 36 independent samples totaling 6,344 participants. In the aggregate, 10 effects
replicated consistently. One effect – imagined contact reducing prejudice – showed weak support for replicability. And two effects – flag
priming influencing conservatism and currency priming influencing system justification – did not replicate. We compared whether the
conditions such as lab versus online or US versus international sample predicted effect magnitudes. By and large they did not. The results of this
small sample of effects suggest that replicability is more dependent on the effect itself than on the sample and setting used to investigate the
effect.

Keywords: replication, reproducibility, generalizability, cross-cultural, variation

Replication is a central tenet of science; its purpose is to
confirm the accuracy of empirical findings, clarify the con-
ditions under which an effect can be observed, and estimate
the true effect size (Brandt et al., 2013; Open Science

Collaboration, 2012, 2014). Successful replication of an
experiment requires the recreation of the essential condi-
tions of the initial experiment. This is often easier said than
done. There may be an enormous number of variables
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4. Diversity of effects. We sought to diversify the sample
of effects by topic, time period of original investiga-
tion, and differing levels of certainty and existing
impact. Justification for study inclusion is described
in the registered proposal (http://osf.io/project/
aBEsQ/).

The Replication Studies

All replication studies were translated into the dominant
language of the country of data collection (N = 7 languages
total; 3/6 translations from English were back-translated).
Next, we provide a brief description of each experiment,
original finding, and known differences between original
and replication studies. Most original studies were con-
ducted with paper and pencil, all replications were con-

ducted via computer. Exact wording for each study,
including a link to the study, can be found in the supple-
mentary materials. The relevant findings from the original
studies can be found in the original proposal.
1. Sunk costs (Oppenheimer, Meyvis, & Davidenko, 2009).

Sunk costs are those that have already been incurred
and cannot be recovered (Knox & Inkster, 1968).
Oppenheimer et al. (2009; adapted from Thaler, 1985)
asked participants to imagine that they have
tickets to see their favorite football team play an
important game, but that it is freezing cold on the
day of the game. Participants rated their likelihood
of attending the game on a 9-point scale (1 = definitely
stay at home, 9 = definitely go to the game). Partici-
pants were marginally more likely to go to the game
if they had paid for the ticket than if the ticket had
been free.

Table 1. Data collection sites

Site identifier Location N
Online (O) or
laboratory (L)

US or
international (I)

Abington Penn State Abington, Abington, PA 84 L US
Brasilia University of Brasilia, Brasilia, Brazil 120 L I
Charles Charles University, Prague, Czech Republic 84 L I
Conncoll Connecticut College, New London, CT 95 L US
CSUN California State University, Northridge, LA, CA 96 O US
Help HELP University, Malaysia 102 L I
Ithaca Ithaca College, Ithaca, NY 90 L US
JMU James Madison University, Harrisonburg, VA 174 O US
KU KoÅ University, Istanbul, Turkey 113 O I
Laurier Wilfrid Laurier University, Waterloo, Ontario, Canada 112 L I
LSE London School of Economics and Political Science, London, UK 277 L I
Luc Loyola University Chicago, Chicago, IL 146 L US
McDaniel McDaniel College, Westminster, MD 98 O US
MSVU Mount Saint Vincent University, Halifax, Nova Scotia, Canada 85 L I
MTURK Amazon Mechanical Turk (US workers only) 1,000 O US
OSU Ohio State University, Columbus, OH 107 L US
Oxy Occidental College, LA, CA 123 L US
PI Project Implicit Volunteers (US citizens/residents only) 1,329 O US
PSU Penn State University, University Park, PA 95 L US
QCCUNY Queens College, City University of New York, NY 103 L US
QCCUNY2 Queens College, City University of New York, NY 86 L US
SDSU SDSU, San Diego, CA 162 L US
SWPS University of Social Sciences and Humanities Campus Sopot, Sopot, Poland 79 L I
SWPSON Volunteers visiting www.badania.net 169 O I
TAMU Texas A&M University, College Station, TX 187 L US
TAMUC Texas A&M University-Commerce, Commerce, TX 87 L US
TAMUON Texas A&M University, College Station, TX (Online participants) 225 O US
Tilburg Tilburg University, Tilburg, Netherlands 80 L I
UFL University of Florida, Gainesville, FL 127 L US
UNIPD University of Padua, Padua, Italy 144 O I
UVA University of Virginia, Charlottesville, VA 81 L US
VCU VCU, Richmond, VA 108 L US
Wisc University of Wisconsin-Madison, Madison, WI 96 L US
WKU Western Kentucky University, Bowling Green, KY 103 L US
WL Washington & Lee University, Lexington, VA 90 L US
WPI Worcester Polytechnic Institute, Worcester, MA 87 L US
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2 Examples

(1936) examined how an identical quote would be per-
ceived if it was attributed to a liked or disliked individ-
ual. Participants were asked to rate their agreement
with a list of quotations. The quotation of interest
was, ‘‘I hold it that a little rebellion, now and then,
is a good thing, and as necessary in the political world
as storms are in the physical world.’’ In one condition
the quote was attributed to Thomas Jefferson, a liked
individual, and in the other it was attributed to Vladi-
mir Lenin, a disliked individual. More agreement was
observed when the quote was attributed to Jefferson
than Lenin (reported in Moskowitz, 2004). In the rep-
lication, we used a quote attributed to either George
Washington (liked individual) or Osama Bin Laden
(disliked individual).

9. Flag Priming (Carter, Ferguson, & Hassin, 2011;
Study 2). The American flag is a powerful symbol in
American culture. Carter et al. (2011) examined how
subtle exposure to the flag may increase conservatism
among US participants. Participants were presented
with four photos and asked to estimate the time of
day at which they were taken. In the flag-prime condi-
tion, the American flag appeared in two of these pho-
tos. In the control condition, the same photos were
presented without flags. Following the manipulation,
participants completed an 8-item questionnaire assess-
ing views toward various political issues (e.g., abor-
tion, gun control, affirmative action). Participants in
the flag-primed condition indicated significantly more
conservative positions than those in the control condi-
tion. The priming stimuli used to replicate this finding
were obtained from the authors and identical to those
used in the original study. Because it was impractical
to edit the images with unique national flags, the
American flag was always used as a prime. As a con-
sequence, the replications in the United States were the
only ones considered as direct replications. For inter-
national replications, the survey questions were
adapted slightly to ensure they were appropriate for
the political climate of the country, as judged by the
researcher heading that particular replication (see sup-
plementary materials). Further, the original authors
suggested possible moderators that they have consid-
ered since publication of the original study. We
included three items at the very end of the replication
study to test these moderators: (1) How much do you
identify with being American? (1 = not at all;
11 = very much), (2) To what extent do you think
the typical American is a Republican or Democrat?
(1 = Democrat; 7 = Republican), (3) To what extent
do you think the typical American is conservative or
liberal? (1 = Liberal; 7 = Conservative).

10. Currency priming (Caruso, Vohs, Baxter, & Waytz,
2013). Money is a powerful symbol. Caruso et al.
(2013) provide evidence that merely exposing partic-
ipants to money increases their endorsement of the
current social system. Participants were first pre-

sented with demographic questions, with the back-
ground of the page manipulated between subjects.
In one condition the background showed a faint pic-
ture of US$100 bills; in the other condition the back-
ground was a blurred, unidentifiable version of the
same picture. Next, participants completed an 8-ques-
tion ‘‘system justification scale’’ (Kay & Jost, 2003).
Participants in the money-prime condition scored
higher on the system justification scale than those
in the control condition. The authors provided the ori-
ginal materials allowing us to construct a near identi-
cal replication for US participants. However, the
stimuli were modified for international replications
in two ways: First, the US dollar was usually replaced
with the relevant country’s currency (see supplemen-
tary materials); Second, the system justification ques-
tions were adapted to reflect the name of the relevant
country.

11. Imagined contact (Husnu & Crisp, 2010; Study 1).
Recent evidence suggests that merely imagining con-
tact with members of ethnic outgroups is sufficient to
reduce prejudice toward those groups (Turner, Crisp,
& Lambert, 2007). In Husnu and Crisp (2010), British
non-Muslim participants were assigned to either
imagine interacting with a British Muslim stranger
or to imagine that they were walking outdoors (con-
trol condition). Participants imagined the scene for
one minute, and then described their thoughts for an
additional minute before indicating their interest
and willingness to interact with British Muslims on
a four-item scale. Participants in the ‘‘imagined con-
tact’’ group had significantly higher contact inten-
tions than participants in the control group. In the
replication, the word ‘‘British’’ was removed from
all references to ‘‘British Muslims.’’ Additionally,
for the predominately Muslim sample from Turkey
the items were adapted so Christians were the out-
group target.

12. Sex differences in implicit math attitudes (Nosek,
Banaji, & Greenwald, 2002). As a possible account
for the sex gap in participation in science and math,
Nosek and colleagues (2002) found that women had
more negative implicit attitudes toward math com-
pared to arts than men did in two studies of Yale
undergraduates. Participants completed four Implicit
Association Tests (IATs) in random order, one of
which measured associations of math and arts with
positivity and negativity. The replication simplified
the design for length to be just a single IAT.

13. Implicit math attitudes relations with self-reported
attitudes (Nosek et al., 2002). In the same study as
Effect 12, self-reported math attitudes were measured
with a composite of feeling thermometers and seman-
tic differential ratings, and the composite was posi-
tively related with the implicit measure. The
replication used a subset of the explicit items (see
supplementary materials).
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(1936) examined how an identical quote would be per-
ceived if it was attributed to a liked or disliked individ-
ual. Participants were asked to rate their agreement
with a list of quotations. The quotation of interest
was, ‘‘I hold it that a little rebellion, now and then,
is a good thing, and as necessary in the political world
as storms are in the physical world.’’ In one condition
the quote was attributed to Thomas Jefferson, a liked
individual, and in the other it was attributed to Vladi-
mir Lenin, a disliked individual. More agreement was
observed when the quote was attributed to Jefferson
than Lenin (reported in Moskowitz, 2004). In the rep-
lication, we used a quote attributed to either George
Washington (liked individual) or Osama Bin Laden
(disliked individual).

9. Flag Priming (Carter, Ferguson, & Hassin, 2011;
Study 2). The American flag is a powerful symbol in
American culture. Carter et al. (2011) examined how
subtle exposure to the flag may increase conservatism
among US participants. Participants were presented
with four photos and asked to estimate the time of
day at which they were taken. In the flag-prime condi-
tion, the American flag appeared in two of these pho-
tos. In the control condition, the same photos were
presented without flags. Following the manipulation,
participants completed an 8-item questionnaire assess-
ing views toward various political issues (e.g., abor-
tion, gun control, affirmative action). Participants in
the flag-primed condition indicated significantly more
conservative positions than those in the control condi-
tion. The priming stimuli used to replicate this finding
were obtained from the authors and identical to those
used in the original study. Because it was impractical
to edit the images with unique national flags, the
American flag was always used as a prime. As a con-
sequence, the replications in the United States were the
only ones considered as direct replications. For inter-
national replications, the survey questions were
adapted slightly to ensure they were appropriate for
the political climate of the country, as judged by the
researcher heading that particular replication (see sup-
plementary materials). Further, the original authors
suggested possible moderators that they have consid-
ered since publication of the original study. We
included three items at the very end of the replication
study to test these moderators: (1) How much do you
identify with being American? (1 = not at all;
11 = very much), (2) To what extent do you think
the typical American is a Republican or Democrat?
(1 = Democrat; 7 = Republican), (3) To what extent
do you think the typical American is conservative or
liberal? (1 = Liberal; 7 = Conservative).

10. Currency priming (Caruso, Vohs, Baxter, & Waytz,
2013). Money is a powerful symbol. Caruso et al.
(2013) provide evidence that merely exposing partic-
ipants to money increases their endorsement of the
current social system. Participants were first pre-

sented with demographic questions, with the back-
ground of the page manipulated between subjects.
In one condition the background showed a faint pic-
ture of US$100 bills; in the other condition the back-
ground was a blurred, unidentifiable version of the
same picture. Next, participants completed an 8-ques-
tion ‘‘system justification scale’’ (Kay & Jost, 2003).
Participants in the money-prime condition scored
higher on the system justification scale than those
in the control condition. The authors provided the ori-
ginal materials allowing us to construct a near identi-
cal replication for US participants. However, the
stimuli were modified for international replications
in two ways: First, the US dollar was usually replaced
with the relevant country’s currency (see supplemen-
tary materials); Second, the system justification ques-
tions were adapted to reflect the name of the relevant
country.

11. Imagined contact (Husnu & Crisp, 2010; Study 1).
Recent evidence suggests that merely imagining con-
tact with members of ethnic outgroups is sufficient to
reduce prejudice toward those groups (Turner, Crisp,
& Lambert, 2007). In Husnu and Crisp (2010), British
non-Muslim participants were assigned to either
imagine interacting with a British Muslim stranger
or to imagine that they were walking outdoors (con-
trol condition). Participants imagined the scene for
one minute, and then described their thoughts for an
additional minute before indicating their interest
and willingness to interact with British Muslims on
a four-item scale. Participants in the ‘‘imagined con-
tact’’ group had significantly higher contact inten-
tions than participants in the control group. In the
replication, the word ‘‘British’’ was removed from
all references to ‘‘British Muslims.’’ Additionally,
for the predominately Muslim sample from Turkey
the items were adapted so Christians were the out-
group target.

12. Sex differences in implicit math attitudes (Nosek,
Banaji, & Greenwald, 2002). As a possible account
for the sex gap in participation in science and math,
Nosek and colleagues (2002) found that women had
more negative implicit attitudes toward math com-
pared to arts than men did in two studies of Yale
undergraduates. Participants completed four Implicit
Association Tests (IATs) in random order, one of
which measured associations of math and arts with
positivity and negativity. The replication simplified
the design for length to be just a single IAT.

13. Implicit math attitudes relations with self-reported
attitudes (Nosek et al., 2002). In the same study as
Effect 12, self-reported math attitudes were measured
with a composite of feeling thermometers and seman-
tic differential ratings, and the composite was posi-
tively related with the implicit measure. The
replication used a subset of the explicit items (see
supplementary materials).
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Procedure

The experiments were implemented on the Project Implicit
infrastructure and all data were automatically recorded in a
central database with a code identifying the sample source.
After a paragraph of introduction, the studies were pre-
sented in a randomized order, except that the math IAT
and associated explicit measures were always the final
study. After the studies, participants completed an instruc-
tional manipulation check (IMC; Oppenheimer et al.,
2009), a short demographic questionnaire, and then the
moderator measures for flag priming. See Table S12 for
IMC and summary demographic information by site. The
IMC was not analyzed further for this report. Each replica-
tion team had a private link for their participants, and they
coordinated their own data collection. Experimenters in lab-
oratory studies were not aware of participant condition for
each task, and did not interact with participants during data
collection unless participants had questions. Investigators
who led replications at specific sites completed a question-
naire about the experimental setting (responses summarized
in Table S1), and details and videos of each setting along
with the actual materials, links to run the study, supplemen-
tal tables, datasets, and original proposal are available at
https://osf.io/ydpbf/.

Confirmatory Analysis Plan

Prior to data collection we specified a confirmatory analysis
plan. All confirmatory analyses are reported either in text or
in supplementary materials. A few of the tasks produced
highly erratic distributions (particularly anchoring) requir-
ing revisions to those analysis plans. A summary of differ-
ences between the original plans and actual analysis is
reported in the supplementary materials.

Results

Summary Results

Figure 1 presents an aggregate summary of replications of
the 13 effects, presenting each of the four anchoring effects
separately. Table 2 presents the original effect size, median
effect size, weighted and unweighted effect size and
99% confidence intervals, and proportion of samples that
rejected the null hypothesis in the expected and unexpected
direction. In the aggregate, 10 of the 13 studies replicated
the original results with varying distance from the original

Figure 1. Replication results organized by effect. ‘‘X’’ indicates the effect size obtained in the original study. Large
circles represent the aggregate effect size obtained across all participants. Error bars represent 99% noncentral
confidence intervals around the effects. Small circles represent the effect sizes obtained within each site (black and
white circles for US and international replications, respectively).

2 Table names that begin with the prefix ‘‘S’’ (e.g., Table S1) refer to tables that can be found in the supplementary materials. Tables with
no prefix are in this paper.
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Cohen’s d = effect size of the replication…



Next Week

• Review and discussion on Tuesday: Study 
guide is on the website. 

• Sections next week: Starting “Big Data” and 
computer-science-related methods.  

• Hands-on exploration of books and brains!


