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Reaction time as a  
window into mental 
processing...

Fundamental idea

History Recap: Behaviorism
We study behavior and only behavior. We 
simply relate behavior to other behaviors, and 
the environment. Dominant: 1930’s - 1960/70’s

Some History: Behaviorism



Application to Humans? Chomsky’s Review

Cognitive Revolution!

...Donders

1990’s1980’s1950’s...1868!

Step into a Time Machine...



Donders (1818-1889)
Reaction time as a  
window into mental 
processing...

Fundamental idea

Yesterday: Cognitive engineering (games)

Today: Clinical application (aging)

“40 photos in 40 years” 
NYTimes Biological Psychology 54 (2000) 35–54

Aging and measures of processing speed

Timothy A. Salthouse *
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Abstract

Many variables have been assumed to reflect speed of processing, and most are strongly
related to age in the period of adulthood. One of the primary theoretical questions with
respect to aging and speed concerns the relative roles of specific and general age-related
effects on particular speed variables. Distinguishing between specific (or unique) and general
(or shared) age-related influences on measures of speed has been complicated, in part because
the issues are sometimes framed in terms of extreme all-or-none positions, and because few
researchers have employed analytical procedures suitable for estimating the relative contribu-
tions of each type of influence. However, recent methods focusing on partitioning age-related
variance have indicated that large proportions of the age-related effects on individual speed
variables are shared with age-related effects on other variables. Although these theoretical
ideas and analytical procedures are fairly new, they may be relevant to a variety of
psychophysiological or neurobiological variables. © 2000 Elsevier Science B.V. All rights
reserved.
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At least six different types of variables have been used to assess the processing
speed of an individual, with the particular variables varying according to the
research tradition. For example, psychometric researchers have tended to empha-
size decision speed and perceptual speed. Decision speed is assessed in terms of the
time to respond in cognitive tests with moderately complex content. Because not
everyone would be able to respond without errors if there were no time limits, these
measures are almost certainly affected by the individual’s level of relevant cognitive
abilities in addition to aspects related to speed. In contrast, perceptual speed is
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very 
dense 

primary source 
read; read 

only for gist, 
we will cover 
some details 

in these 
slides



Today
• Clinical application of cognitive psychology 

methods, like reaction time 

• Basic procedures and some examples 

• Relationship of RT to age 

• Methods and controversies

• Discussion of confounds and the importance of 
basic research

“Processing Speed”
• Decision speed

• Time to respond in cognitive tests with moderately complex content. 

• Perceptual speed

• Time to respond in cognitive tests with very simple cognitive content; use a 
time limit. 

• Psychomotor speed

• Speed between processing and motor execution; e.g., finger tapping. 

• Psychophysical speed

• How much time is needed on a simple test to achieve some threshold of 
accuracy.

Psychometrics

education 

aging 

neuropsychology 

…

Example: Perceptual Speed
• The Woodcock-Johnson Psycho-Educational Battery 

• Paper-and-pencil tests (“battery of tests”) 

• “Visual Matching” Subtests of the W-J: 

• Very simple requirements, everyone can do them 
perfectly, but you have a limited time to complete them. 

• Relationship to RT: Each decision is a “unit of RT,” and 
you see how many a person can fit into the time 
allotted. 



Woodcock-Johnson Woodcock-Johnson

http://www.iqscorner.com/

Salthouse, 1998a
• Used two perceptual speed tests in the W-J III 

• Visual matching: Circle numbers that are the same (from a set) 

• Cross out: Mark out patterns that are the same to a 
comparison pattern.
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unequal, with nearly 50% of the participants under the age of 40, the age relations
in this sample are somewhat distorted when the scores are expressed in standardized
units. Nevertheless, it can be seen that the total difference from age 25 to 75 is
almost two S.D. If this cross-sectional difference is reflected in the same magnitude
of age-related change within individuals, a person performing at the 64th percentile
of the population at age 25 may perform at only the 36th percentile by age 75.

The phenomenon of age-related slowing can also be illustrated with reaction time
data. Fig. 2 contains a scatter plot of median reaction times from a digit symbol
substitution reaction time task performed by a sample of 383 adults described in
Salthouse (1998b). This task involves the presentation of a code table containing
pairs of digits and symbols at the top of the computer screen, and a series of probe
pairs in the middle of the screen. The respondent is to press one key (/) if the
digit–symbol pair in the probe matches the code table, and to press another key (Z)
if they do not.

It is apparent in this figure that both the median, and the variability across
individuals, increases with advancing age. However, it should be noted that
age-related increases in variability are not always found in speed measures because
much smaller trends are frequently apparent with scores on paper-and-pencil tests,
which are usually expressed in terms of items completed per unit time (e.g.
Verhaeghen and Salthouse, 1997; also observe the nearly constant S.E. bars across
age groups in the data in Fig. 1).

Some non-linear relations between age and measures of speed have been re-
ported, but they are typically small relative to the linear relations (e.g. Earles and

Fig. 1. Mean values in standard score units in two paper-and-pencil perceptual speed tests as a function
of age. Bars around each point are S.E. Data from the normative sample (N=1580) for the
Woodcock–Johnson psycho-educational battery.

Standard scores by age on 
the two tests in a nationally 
representative sample from 

18 to 90

Salthouse, 1998b
• E.g., digit symbol task: “This task involves the 

presentation of a code table containing pairs of 
digits and symbols at the top of the computer 
screen, and a series of probe pairs in the middle of 
the screen.”

Salthouse, 1998bT.A. Salthouse / Biological Psychology 54 (2000) 35–5438

Fig. 2. Median reaction time in the digit–symbol substitution task as a function of age. Each point
corresponds to the value of a different individual, and the line represents the best-fitting regression
equation for the data. Data from Salthouse (1998a,b).

Salthouse, 1995; Earles et al., 1997; Salthouse, 1996a; Verhaeghen and Salthouse,
1997). To illustrate, in the data from the Woodcock–Johnson tests summarized in
Fig. 1, the proportions of variance (R2) associated with each trend for the visual
matching variable were, linear, 0.316; quadratic, 0.040; and cubic, 0.002; and the
proportions for the cross out variable were, linear, 0.396; quadratic, 0.038; and
cubic, 0.001 (see Salthouse, 1998a). Finally, age-related slowing is also evident in
longitudinal age comparisons (e.g. Schaie, 1989; Huppert and Whittington, 1993;
Fozard et al., 1994), and Schaie (1989) has even suggested that the age-related
effects in perceptual speed measures may be greater in longitudinal comparisons
than in cross-sectional contrasts.

Results such as those just described have established that speed variables are
among the biological and behavioral variables with the strongest relations to age.
In part because of these strong age relations, they have been hypothesized to be
especially informative about the nature of age-related effects in higher-level aspects
of cognition, a topic that will be discussed in a later section.

2. Moderators of age relations on speed

What factors alter the relations of age on measures of speed, in the sense of
leading to interactions with age? Because of space limitations only three potential
moderators will be considered here, although many more could obviously be
examined (for additional discussion of moderators of age-related slowing see
reviews by Salthouse (1985), Cerella (1990), Bashore (1993), Birren and Fisher
(1995)).

Big Questions
• How do these tasks relate to age, and, importantly, how 

do these tasks relate to each other? 

• Are they different measures of the same “factor”? 

• They are certainly not independent. E.g., perceptual 
speed can obviously impact decision speed.  

• The Salthouse paper talks a lot about the relationship 
among these measures; there is ongoing debate. Just 
know that psychometric tests involve much discussion 
about “how many factors” underlie a set of tests.



One Hypothesis
• Using “multivariate statistical methods,” 

researchers can see if the tasks behave differently, 
and might have a different effect with age. 

• This is what Salthouse means by an “interaction.” 

• The task “interacts” with age in the sense that, 
aging slowness on a task depends on the task 
(“age interacts with the nature of the task”).

T.A. Salthouse / Biological Psychology 54 (2000) 35–54 49

Fig. 4. Illustration of results of shared influence analyses on six speed variables from two different data
sets. Numbers adjacent to the arrows are standardized regression coefficients, and numbers in the rows
labeled predicted and observed are the estimated and actual correlations between the variable and age.
Data in the top panel are from Earles and Salthouse (1995), and those in the bottom panel are from an
unpublished study.

Example Statistical Model

age negatively impacts
one common variable 
(“slowed cognition”?)

impacts all the 
other tasks

These codes stand for tasks

Why Aging Effect?
• Health status 

• Health explains “20% of the aging effect,” based on an analysis using self-
report measures. However, being healthy does not preclude your likelihood 
to slow as you age (i.e., age brings the same trends in slowness). 

• Practice? 

• Practice can diminish the aging effect, but cannot make it go away. 

• Interactions with task 

• Maybe it matters what the task is, and on some the aging effect holds, and 
others not? In general, Salthouse argues that the aging effect is consistent 
across all tasks.

But…
• Could it be that the tail of the distribution just gets 

longer because of all these factors? In other words, 
maybe the aging effect would look like this kind of 
distribution?

age

RT
fastest in age group

slowest in age group

?



But…

age

RT
fastest in age group

slowest in age group

?

age

RT
fastest in older group still slower!slowest in age group
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statistically controlled, then there were little or no independent age-related effects
on the measures from the late percentiles. The apparent implication is that most of
the age-related influences are evident throughout the entire reaction time distribu-
tion, and are not simply apparent in the right tail corresponding to the slowest
responses (as might be the case if the age-related slowing were primarily at-
tributable to an increase in the frequency or duration of lapses of attention (cf.
Salthouse, 1993).

Fig. 3. Mean reaction time at five percentiles of each individual’s reaction time distribution (top) and
correlations of reaction time with age as a function of percentile of the distribution (bottom). Bars
around each point in the top panel are S.E. Data from Salthouse (1998b).

Outstanding Questions

Salthouse reading

No one denies that aging is 
associated with a slowing of 
RT. The real controversy is 

from explaining why it 
occurs. The answer is both 
theoretically relevant, but 
may also have important 

clinical implications.



Recent Critique
• Michael Ramscar and his colleagues have been 

questioning the entire “aging” paradigm in an 
intriguing set of papers (see optional readings).  

• I’d like to cover some of that here. 

• General idea: Older people have more 
information to wrestle with, and so you’d expect 
some slowing!

The myth of cognitive decline 
 

Michael Ramscar, Peter Hendrix & Harald Baayen 
Seminar für Sprachwissenschaft, Wilhelmstraße 19 

Universität Tübingen, Tübingen, Germany 
 

Abstract 

Across a range of psychometric tests, reaction times slow as 
adult age increases. These changes have been widely taken to 
show that cognitive-processing capacities decline across the 
lifespan. Contrary to this, we suggest that slower responses 
are not a sign of processing deficits, but instead reflect a 
growing search problem, which escalates as learning 
increases the amount of information in memory. A series of 
computational simulations show how age-related slowing 
emerges naturally in learning models, as a result of the 
statistical properties of human experience and the increased 
information-processing load that a lifetime of learning 
inevitably brings.  Once the cost of processing this extra 
information is controlled for, findings taken to indicate 
declines in cognitive capacity support little more than the 
unsurprising idea that choosing between or recalling items 
becomes more difficult as their numbers increase.  We review 
the implications of this for scientific and cultural 
understanding of aging. 

Keywords: Learning; Language; Memory; Psychometric 
Testing;  

The Age of Tithonus 
More and more people live longer and longer lives. 

Outside of 18 countries the UN describes as ‘outliers’ 
(Watkins et al, 2005), increased life expectancy and 
declining birth rates are raising median ages in populations 
across the globe. By 2030, 72 million Americans will be 
aged 65 or older, a twofold increase from 2000. The world’s 
population is more aged than ever before in history, and its 
rate of aging is increasing. 

People are clearly living longer; it is less clear that this is 
a blessing. In Greek mythology, Tithonus was the mortal 
lover of Eos, goddess of the dawn. While asking Zeus to 
make Tithonus immortal, Eos forgot to mention “eternal 
youth,” dooming Tithonus to an eternity of decrepit 
babbling. The psychological and brain-sciences endorse the 
Tithonean view of aging, portraying adulthood as an 
extended period of mental decline: memories dim; thoughts 
slow; problem-solving abilities diminish (Naveh-Benjamin 
& Old, 2008; Deary et al, 2009); and each year, the onset of 
cognitive decrepitude is set ever younger (Salthouse, 2009; 
Singh-Manoux et al., 2012). One crumb of comfort is that 
older adults are, on average, happier (Charles & Carstensen, 
2010), although in the circumstances, this might be taken as 
further evidence of their declining mental prowess. 

In what follows, we show how the slowing response 
speeds that are taken as evidence of “cognitive decline” in 
adults emerge naturally in learning models (Baayen et al, 
2011) as knowledge increases. These models, which are 
supported by a wealth of psychological (Ramscar et al, 
2010) and neuroscientific (Schultz, 2006) evidence, 

correctly identify greater variation in the cognitive 
performance of older adults, successfully predicting that 
older adults will show more sensitivity to fine-grained 
differences in test items than younger adults. The models 
run (and can be rerun) on computers, eliminating the 
possibility that aging hardware influences their 
performance, which instead reflects the information-
processing costs incurred as knowledge increases. Once the 
demands of processing this extra information are taken into 
account, it becomes clear that much of the evidence for age-
related declines in cognitive capacity better supports the 
idea that information processing costs rise as the amount of 
information in a system increases. 

The problem with “processing speed” 
Findings from a range of psychometric tests suggest that 

the rates at which the mind processes information increase 
from infancy to young adulthood, and decline steadily 
thereafter (Salthouse, 2011). Increasing reaction times are a 
primary marker for age-related cognitive decline (Deary et 
al, 2010), and are even considered its cause (Salthouse, 
1996), yet they are puzzling. Practice improves speed and 
performance on individual cognitive tasks at all ages (Dew 
& Giovanello, 2011). Since we get more practice using our 
cognitive capacities as we age, why does our performance 
on tests of them decline? 

The answer lies in the way that psychometric tests neglect 
learning, and its relationship to the statistical patterns 
characteristic of human life. Learning is a discriminative 
process that serves to locally reduce the information 
processing costs associated with various aspects of 
knowledge and skill (Rescorla & Wagner, 1972).  However, 
age increases the range of knowledge and skills individuals 
possess, which increases the overall amount of information 
processed in their cognitive systems. This extra processing 
has a cost. 

Learning and the long tail of linguistic experience 
 Statistically, the distribution of human experience is 

highly skewed: Much of our day-to-day life is fairly 
repetitive, involving a small repertoire of common 
occurrences, such as reading the newspaper and going to 
work.  At the same time, we experience a far more diverse 
repertoire of infrequent or even unique occurrences (we 
rarely read the exact same newspaper twice). When data is 
distributed like this, comparisons of means are often 
meaningless. Consider the problem of remembering 
birthdays: We are reminded of the birthdays of family 
members on an annual basis, and this usually makes us 
expert at remembering them. However, as we move through 

1193

The myth of cognitive decline 
 

Michael Ramscar, Peter Hendrix & Harald Baayen 
Seminar für Sprachwissenschaft, Wilhelmstraße 19 

Universität Tübingen, Tübingen, Germany 
 

Abstract 

Across a range of psychometric tests, reaction times slow as 
adult age increases. These changes have been widely taken to 
show that cognitive-processing capacities decline across the 
lifespan. Contrary to this, we suggest that slower responses 
are not a sign of processing deficits, but instead reflect a 
growing search problem, which escalates as learning 
increases the amount of information in memory. A series of 
computational simulations show how age-related slowing 
emerges naturally in learning models, as a result of the 
statistical properties of human experience and the increased 
information-processing load that a lifetime of learning 
inevitably brings.  Once the cost of processing this extra 
information is controlled for, findings taken to indicate 
declines in cognitive capacity support little more than the 
unsurprising idea that choosing between or recalling items 
becomes more difficult as their numbers increase.  We review 
the implications of this for scientific and cultural 
understanding of aging. 

Keywords: Learning; Language; Memory; Psychometric 
Testing;  

The Age of Tithonus 
More and more people live longer and longer lives. 

Outside of 18 countries the UN describes as ‘outliers’ 
(Watkins et al, 2005), increased life expectancy and 
declining birth rates are raising median ages in populations 
across the globe. By 2030, 72 million Americans will be 
aged 65 or older, a twofold increase from 2000. The world’s 
population is more aged than ever before in history, and its 
rate of aging is increasing. 

People are clearly living longer; it is less clear that this is 
a blessing. In Greek mythology, Tithonus was the mortal 
lover of Eos, goddess of the dawn. While asking Zeus to 
make Tithonus immortal, Eos forgot to mention “eternal 
youth,” dooming Tithonus to an eternity of decrepit 
babbling. The psychological and brain-sciences endorse the 
Tithonean view of aging, portraying adulthood as an 
extended period of mental decline: memories dim; thoughts 
slow; problem-solving abilities diminish (Naveh-Benjamin 
& Old, 2008; Deary et al, 2009); and each year, the onset of 
cognitive decrepitude is set ever younger (Salthouse, 2009; 
Singh-Manoux et al., 2012). One crumb of comfort is that 
older adults are, on average, happier (Charles & Carstensen, 
2010), although in the circumstances, this might be taken as 
further evidence of their declining mental prowess. 

In what follows, we show how the slowing response 
speeds that are taken as evidence of “cognitive decline” in 
adults emerge naturally in learning models (Baayen et al, 
2011) as knowledge increases. These models, which are 
supported by a wealth of psychological (Ramscar et al, 
2010) and neuroscientific (Schultz, 2006) evidence, 

correctly identify greater variation in the cognitive 
performance of older adults, successfully predicting that 
older adults will show more sensitivity to fine-grained 
differences in test items than younger adults. The models 
run (and can be rerun) on computers, eliminating the 
possibility that aging hardware influences their 
performance, which instead reflects the information-
processing costs incurred as knowledge increases. Once the 
demands of processing this extra information are taken into 
account, it becomes clear that much of the evidence for age-
related declines in cognitive capacity better supports the 
idea that information processing costs rise as the amount of 
information in a system increases. 

The problem with “processing speed” 
Findings from a range of psychometric tests suggest that 

the rates at which the mind processes information increase 
from infancy to young adulthood, and decline steadily 
thereafter (Salthouse, 2011). Increasing reaction times are a 
primary marker for age-related cognitive decline (Deary et 
al, 2010), and are even considered its cause (Salthouse, 
1996), yet they are puzzling. Practice improves speed and 
performance on individual cognitive tasks at all ages (Dew 
& Giovanello, 2011). Since we get more practice using our 
cognitive capacities as we age, why does our performance 
on tests of them decline? 

The answer lies in the way that psychometric tests neglect 
learning, and its relationship to the statistical patterns 
characteristic of human life. Learning is a discriminative 
process that serves to locally reduce the information 
processing costs associated with various aspects of 
knowledge and skill (Rescorla & Wagner, 1972).  However, 
age increases the range of knowledge and skills individuals 
possess, which increases the overall amount of information 
processed in their cognitive systems. This extra processing 
has a cost. 

Learning and the long tail of linguistic experience 
 Statistically, the distribution of human experience is 

highly skewed: Much of our day-to-day life is fairly 
repetitive, involving a small repertoire of common 
occurrences, such as reading the newspaper and going to 
work.  At the same time, we experience a far more diverse 
repertoire of infrequent or even unique occurrences (we 
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Ramscar et al., optional reading
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life, we also learn about other birthdays. Sometimes we hear 
these dates only once, such as when we attend a party for 
someone we barely know. As each new birthday is learned, 
our mean exposure to all the birthdays we know will 
decline, and the task of recalling a particular birthday will 
become more complex. Recalling six hundred birthdays 
with 95% accuracy need not imply a worse memory than 
recalling six with 99% accuracy.  

Standard psychometric tests do not take account of the 
statistical skew of human experience, or the way knowledge 
increases with experience. As a result, when used to 
compare age groups, they paint a misleading picture of 
mental development. This can be demonstrated most clearly 
in relation to language. Language is a central aspect of 
cognition, its statistics are more readily quantified than other 
aspects of human experience, and all psychometric tests 
involve some linguistic information processing.   
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. The frequencies of the 1000 most common words in the 
Corpus of Contemporary American English plotted by rank. 

Importantly, linguistic distributions are skewed at every 
level of description (Baayen, 2001). Consider the 
relationship between word types (e.g., dog) and tokens (how 
often “dog” occurs; Figure 1). In any large sample of 
English, a few words occur very frequently (the, and), such 
that half of a typical sample comprises tokens of only 100 or 
so high-frequency types. The relative frequency of these 
types decreases rapidly (the most-frequent word may be 
twice as frequent as the second-most), while frequency 
differences between types decrease as their relative 
frequency declines. This means that the other half of a 
typical sample is composed of ever-fewer tokens of a very 
large number of types, with ever-smaller frequency 
differences between them. Typically, around half of these 
types occur just once. 

This is a very long-tailed distribution: 49% of the 425 
million tokens in the Corpus of Contemporary American 
English (COCA; Davies, 2009) come from the 100 most-
frequent word types; the remaining 51% of tokens represent 
over 2.8 million word types. Although individual low-
frequency types are, by definition, rare, their distribution 
makes the chances of encountering a low-frequency token in 
any given sentence extremely high (Möbius, 2003). This 
distribution ensures that any English speaker learns only a 

fraction of its total vocabulary, and that vocabularies grow 
steadily across the lifespan. However, the tests used to 
measure cognitive decline assume that vocabulary size is 
age-invariant in adults (Spearman, 1927; Carroll, 1993; 
Bowles & Salthouse, 2008), an assumption seemingly 
confirmed by psychometric vocabulary measures, which 
suggest that vocabulary growth in adulthood is marginal 
(such that slight increases are only reliably detected in meta-
analyses; Verhaeghen, 2003). 

Psychometric vocabulary measures are virtually 
guaranteed to register these results, because they attempt to 
extrapolate vocabulary size from sets of test words. These 
tests, which are “normed” on the knowledge of 
schoolchildren, are heavily biased towards frequent word-
types (Raven, 1965; Heim, 1970; Wechsler, 1997). 
Unfortunately, while extrapolation is feasible for frequent 
words, for the millions of low-frequency word-types, 
knowledge of one randomly sampled word does not predict 
knowledge of another. Since the distribution of types 
ensures that adult vocabularies overwhelmingly (and 
increasingly) comprise low-frequency words, it follows that 
reliably extrapolating their size or growth from a small test 
sample is mathematically impossible (Baayen, 2001). 

Simulating the effects of vocabulary learning on 
information processing 

Most infants are sensitive to all the fine-grained phonetic 
discriminations made by the world’s languages. As they 
learn a native vocabulary, this sensitivity to non-native 
phonetic distinctions diminishes (Werker & Tees, 1984). 
Rather than indicating that cognitive decline begins in 
infancy, this loss in sensitivity can be seen as an inevitable 
result of learning. In discriminative learning models, the 
values of initially undifferentiated sets of cues are shaped by 
experience, which drives the discovery of cue values that 
best predict a learning environment (Rescorla, 1988). 
Because this process involves learning to ignore 
uninformative cues, it can explain why decreasing 
sensitivity to uninformative phonetic information goes hand 
in hand with increasing knowledge about informative 
phonetic distinctions (Ramscar et al, 2010).   

The learning component of the model we use to simulate 
the effects of experience on reading works in precisely this 
way. It is an extension of the Naive Discriminative Reader 
(NDR; Baayen et al, 2011), a two-layer network in which 
letter unigrams and bigrams serve as input cues, and lexical 
items serve as outcomes. The values of these cues are 
initially undifferentiated, and are set competitively as the 
model learns to predict words from the letters it ‘reads.’  In 
the NDR, every predictive cue is linked to each lexical 
outcome to form a set of subnets. The cue-weights in these 
subnets are set by the equilibrium equations of the Rescorla-
Wagner learning rule (Danks, 2003), and are completely 
determined by the distributional properties of the model’s 
training corpus. Simulated latencies derived from these 
weights accurately capture a wide variety of empirical 
effects in reading (Baayen et al, 2011). 
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To model the influence of experience on different 
populations, the NDR was modified to make it sensitive to 
the physical and informational consequences of knowledge 
growth. Given that the amount of activation a given cue 
receives from the perceptual system remains constant over 
time (Attwell & Laughlin, 2001), this modification keeps 
the total amount of activation spreading from cues to 
outcomes equal to the amount of activation arriving at them. 
Analogous to the principle of conservation of electric 
charge, this means that as vocabulary increases, and each 
cue becomes connected to an increasing number of 
outcomes, the amount of activation arriving at any given 
outcome decreases.  Given a vocabulary of size V, the 
network support for any item i is proportional to ai /V where 
ai is the activation an item receives from the cues in the 
input. 

This modification also accounts for the effects that an 
increased number of outputs have on information processing 
in neural systems (Hentchel & Barlow, 1991; supplementary 
materials). Shannon’s source coding theorem shows that the 
smallest coding scheme for V words requires, on average, 
H(V) bits. Since V determines the length of a message in a 
given code, the effective channel capacity C of an ensemble 
of neurons decreases as code complexity increases and the 
amount of redundancy in signals across the network 
decreases (Hentchel & Barlow, 1991). We denote these 
information costs by f(V), where f is an unknown non-
decreasing function expressing the coding and signaling 
costs in a vocabulary of size V. 

The response latency (RT) associated with reading 
(operationalized as reaction times to speeded judgments on 
written words) is modeled as a weighted sum of these 
components: 

€ 

iRT = 1w iV /a + 2w f (V )+c  

with c a constant denoting the time required for response 
execution. 

To simulate the effects of vocabulary-growth on adult 
reading, two NDR networks were trained on data drawn 
from the Google Trigrams Corpus (a large, naturalistic data 
set). The first network ‘read’ 500,000 word-trigram tokens, 
simulating reading to age 21, the typical age for “young 
adult” participants in studies; the second ‘read’ 3,000,000 
word-trigram tokens,3 simulating reading to age 70 (the 
typical age for “old adults”). Consistent with our analysis of 
the way linguistic distributions influence vocabulary 
growth, the old model acquired a much larger vocabulary: 
32,536 word types, compared to the young model’s 21,307 
(Figure 2). These growth estimates are very conservative: 
the Trigram Corpus excludes trigrams with less than 40 
occurrences, thereby omitting around 50% of the word types 
in the complete Google Corpus. Even with this constrained 
input, vocabulary expansion was far from asymptote, even 
after 5 million trigram tokens. 

To examine the models’ ability to simulate age-related 
reading differences, we compared their projected reading 
times for 2,904 English words to empirical latencies from 
older (mean age 73.6) and younger (21.1) readers for the 

same items (Balota et al, 1999). The empirical data exhibit 
the expected effect of age: mean reaction times are 163 ms 
shorter for younger than older adults. Simulated reaction 
times mirror this difference, with an average difference of 
167 ms. 

 
Figure 2. Empirically observed vocabulary growth after sampling 
from the Google Trigrams Corpus.  

Figure 3. Left panel: fit of a generalized additive model to the 
simulated response latencies from the old and young models. Right 
panel: fit of a generalized additive model to the empirical response 
latencies from young (mean age: 21.1) and old (73.6) adults 
(Balota et al, 1999). 

The models also correctly predict an important qualitative 
difference in the empirical word-frequency effect. It is well 
established that lexical decision responses are slower for 
lower- (e.g., “whelp”) than higher-frequency words 
(“where”).   This overall effect of frequency is present for 
both young and old adults (Figure 3; right panel). However, 
while frequency effects asymptote at higher frequencies in 
both models, they only level off at the lowest frequencies in 
the younger model, a pattern that is also observed in the 
empirical data: older adults are far better attuned to 
frequency variations in the lower range of the test-set than 
younger adults. 

These results can be explained by considering the way the 
models learn in more detail. In learning, weights on the 
links between the cues and outcomes are adjusted in two 
ways: They are strengthened whenever a cue and outcome 
co-occur; For example, the link between the bigram WH 
and the lexical target WHERE is strengthened when 
“where” is encountered in reading, and the link between 
WH and WHELP is strengthened when the “whelp” is 
encountered. Conversely, links are weakened when cues 
occur but outcomes do not.  
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mean PAL performance is a measure of ignorance, not 
“intelligence.” 

Learning and Cognitive Maturation 
These results suggest that older and younger adults’ 

performance in psychometric testing largely reflects the 
same cognitive mechanisms, confronted with the task of 
processing different quantities of information. The 
performance of older adults on these tests is evidence of 
increased knowledge, not declining processing capacity.  

When discussing these conclusions with colleagues, a 
question often arises: “Learning seems to predict linear 
patterns of change, but cognitive decline seems to kick in 
around age 60 or 70: how do you explain this?” To explain 
why, we first note that as people age, they encode less 
contextual information in memory (Naveh-Benjamin & Old, 
2008). Although this has been taken as evidence that the 
processes that “bind” contextual information in memory 
decline with age, learning theory predicts that experience 
will increasingly make people insensitive to context, 
because ignoring less informative cues is integral to 
learning. 

Learning is also sensitive to the environment, and its 
predictions change with it: If a common environmental 
change—e.g., retirement—was to systematically reduce the 
variety of contexts people typically encounter in their lives, 
learning theory predicts that the amount of contextual 
information they learn will also drop, as the background 
rates of cues in remaining contexts rise. If these same people 
were to increasingly spend their time in environments where 
cues already have very high background rates (e.g., family 
homes), this effect will be exacerbated. In other words, 
because learning inevitably reduces sensitivity to everyday 
context, retirement is likely to make memories harder to 
individuate and more confusable, absent any change in 
cognitive processing, simply because it is likely to decrease 
contextual variety at exactly the time when, as a result of 
learning and experience, the organization of older adult’s 
memories needs it most. 

Learning can explain both the apparent changes in older 
adults “cognitive performance” around retirement-age, and 
the fact that these changes are not detected in testing. 
Similarly, the neglect of learning in the study of cognitive 
aging makes it highly likely that, like Tithonus, many of our 
beliefs about cognitive decline are myths. This does not 
mean that the diseases that can undermine cognition in old 
age are also mythical: However our understanding of these 
diseases can only be increased by a better understanding 
lifelong learning, and its sensitivity to the environment.  
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CogSci Is Young
• Psychoeducational assessment, despite being 

several decades old, is always under constant 
development. 

• Theoretical developments in cognitive science can 
inform this development. 

• Basic knowledge of RT experiments and principles 
can be applied in these domains.

Reaction time as a  
window into mental 
processing...

Fundamental idea

Yesterday: Cognitive engineering (games)

Today: Clinical application (aging)

Next week…

• We will talk about one last cognitive psychological 
method: “priming” (Tuesday) 

• We will also discuss research ethics (Thursday) 

• Important: Due to the Monday holiday, and 
keeping sections in parity, no section next week.


