
COGS 105
Research Methods for Cognitive Scientists

Week 4, Class 1: 
Behavioral Methods II: One Last Round of RT

Reaction Times
• Simple: detect “X” 

• Typically about 200ms 

• Recognition: respond to “X” (not Y) 

• Can be much longer depending on the complexity of 
the discrimination 

• Choice: respond right with “X”, left to “Y” 

• Also, much longer (typically longer than recognition).

First, Some Final 
Mechanics…

• Conditions

• For example, select two groups of stimuli that let you compare 
reaction time 

• Control for other factors which could confound your conclusions: 
e.g., length of words (in characters, syllables) 

• Setup your task 

• You have to choose an inter-stimulus interval (ISI); time between trials 
should be random to some extent so that participants do not anticipate 
stimulus (see lab exercise). 

• Make sure that the stimulus presentation is randomized! Avoids order 
effects.



First, Some Final 
Mechanics…

• Sample participants from a pool 

• SONA? Friends? Etc.? 

• Always be wary of biases that are present in your participant 
recruitment. Age? WEIRD? Etc. Of course, we often cannot avoid 
these biases but we move forward anyway. 

• Data cleaning and import 

• Import into software (e.g., Excel) 

• Identify errors (e.g., responses for incorrect choices); discard errors 

• Organize data and calculate statistics

Why is RT Useful?

RT as Guiding Principles for 
Video Game Design Important Note

Rick is not a gamer. 

He is a wannabe gamer. 

In that he wants to game. 

But mostly does not.



Destiny Caveat

• Reaction time studies are directly relevant to 
design issues of video games and other design 
problems, but… 

• It is important to note, however, that these “laws of 
RT” are variable and quite sensitive to context. 
Keeping that in mind… let’s go…

Hick’s Law
RT goes up as a function of the 
number of options. 

Applies to simple decision 
processes when you are aware of 
the options. 

RT = a + b log2(n)

Hick’s Law
RT = a + b log2(n) 

a = how much time is unrelated to the choice process (e.g., 500ms). 

b = how much time is added for each option (e.g., 200ms). 

n = number of possible responses (choices). 

Cool: if you know a and b you can 
precisely calculate how much longer a 
menu screen will require (on average).



Let’s Do It

Stimulus Intensity
In general, the more 
perceptually salient a target 
stimulus is, the faster you are 
to recognize it. 

Of course this can vary from 
person to person too, but the 
general trend is quite a robust 
law.

RT

Intensity
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As described in Kosinski reading

optimizing 
saliency to 

both enhance game 
experience but…

not 
make 

it 
too 

easy!



“Arousal”
RT can often show an elegant 
relationship to your level of 
emotional intensity / stress / 
arousal. 

This function can vary from 
subject to subject, and in 
various conditions…

RT

Stress

e.g., Welford, 1980

Can we optimize reaction time 
to bosses? 

General level of fear engineered 
into boss will have impact on playability.

Response to Threats
As described in Kosinski reading
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a b s t r a c t

Dissociating between ‘good’ or ‘bad’ odors is arguable of crucial value for human survival, since unpleasant
odors often signal danger. Therefore, negative odors demand a faster response in order to quickly avoid
or move away from negative situations. We know from other sensory systems that this effect is most
evident for stimuli from ecologically-relevant categories. In the olfactory system the classification of
odors into the food or non-food category is of eminent importance. We therefore aimed to explore the
link between odor processing speed and accuracy and odor edibility and valence by assessing response
time and detection accuracy. We observed that reaction time and detection accuracy are influenced by
both pleasantness and edibility. Specifically, we showed that an unpleasant food odor is detected faster
and more accurately than odors of other categories. These results suggest that the olfactory system reacts
faster and more accurately to ecologically-relevant stimuli that signal a potential danger.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Discrimination between ‘good’ and ‘bad’ odors is arguably of
crucial value for human survival. As is well known, unpleasant
odors often signal danger, such as spoiled food or a toxin, and, in
some non-human species, they even serve as a warning signal of
nearby predators (Dielenberg and McGregor, 2001). Negative odors
demand a faster response than neutral or pleasant odors because
survival depends more often on an organism’s quick response to
signals of negative rather than positive situations. Two behav-
ioral studies support this basic assumption by demonstrating that
response times of human subjects to unpleasant odors were signif-
icantly shorter than for pleasant odors (Bensafi et al., 2002c; Jacob
and Wang, 2006).

The same principle has been demonstrated in the visual system.
Hansen and Hansen showed that an angry face in a crowd of benign
or happy faces was detected faster than a happy or benign face in
a crowd of angry faces, suggesting that humans are more attentive
to threatening signals (Hansen and Hansen, 1988). These findings
were later confirmed and extended (Ohman et al., 2001b). The
coupling of emotional activation and efficient capture of attention
goes beyond faces, as demonstrated by findings that fear-relevant
pictures of snakes and spiders were detected faster than fear-
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irrelevant pictures, such as flowers and mushrooms (Ohman et al.,
2001a). These and similar data have been taken as evidence that
natural selection has honed the human ability to identify and react
to stimuli important for survival (Mineka and Ohman, 2002; Tooby
and Cosmides, 1990). Threatening stimuli, such as indicators of
spoiled food or the presence of a snake, are prioritized by the cere-
bral system to effect faster preparation for “fight or flight” action.
In the rodent brain, there appears to be a specific neural circuitry –
direct linkage of the perceptual and defense systems via the thala-
mus and amygdala – to achieve this fast mobilization (for a review,
please see LeDoux, 2000). There is evidence of a similar system
in the human brain (Ohman et al., 2007), also for olfactory stimuli,
since the amygdala is located only one synapse away from the olfac-
tory receptors. Moreover, although it is widely assumed that the
human olfactory system, unlike the other senses, is independent
of thalamic relay, it was recently demonstrated that the thalamus
indeed has a functional role in odor processing (Plailly et al., 2008).
The transthalamic network is suggested to be a modulatory target
of olfactory attentional processing and may serve as an attentional
filter, helping to select only those inputs with behavioral relevance
for processing downstream of the orbitofrontal cortex (Plailly et al.,
2008). Further evidence from research on human subjects demon-
strates that biologically relevant stimuli enjoy faster (Lundstrom et
al., 2006a) or more direct neuronal pathways (Lundstrom et al.,
2008; Morris et al., 1999), resulting in both decreased process-
ing times and lower reaction thresholds than perceptually similar
stimuli with no obvious evolutionary importance.

0301-0511/$ – see front matter © 2010 Elsevier B.V. All rights reserved.
doi:10.1016/j.biopsycho.2010.03.006
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Table 1
Mean ratings, scale ranging from 0 to 10. For pleasantness, 0 indicates “very unpleasant”, 5 indicates “neutral”, and 10 indicates “very pleasant”. For intensity, 0 indicates
“not perceivable” and 10 indicates “extremely strong”. For familiarity, 0 indicates “not familiar at all” and 10 indicates “very familiar”.

Odor type Odor Pleasantness SD Intensity SD Familiarity SD

Food Orange 7.5 1.8 3.4 1.1 7.3 2.7
Fish 3.3 2.0 4.0 2.0 5.5 3.0

Non-food Rose 6.6 2.2 3.2 1.9 6.6 2.7
Dirty socks 2.7 1.7 3.5 2.1 4.4 2.4

covariance structure), with valence (pleasant, unpleasant odor) and edibility (food,
non-food odor) as within-subject variables, intensity and familiarity as covariate,
and sex as a between-subject variable. Detection accuracy, the number of correct
responses made within the allotted time frame, was not normally distributed, and
therefore analyzed with non-parametric Wilcoxon signed rank tests, for valence and
edibility. Overall evaluation of each odor was computed, combining the ratings for
pleasantness, intensity, and familiarity, and correlated to reaction time (Pearson) or
degree of accuracy (Spearman). Perceptual ratings of each odor were compared to
a hypothetical neutral value of 5 by one-sample Student’s t-tests, and differences
were assessed with a repeated measure ANOVA.

3. Results

All four odors were judged to be similarly intense,
F(3,117) = 1.90; p = .134, and either significantly more pleas-
ant or unpleasant than a neutral rating, all p < .01. Furthermore,
subsequent analyses demonstrated that the pleasant odors
were significantly more pleasant than the unpleasant odors,
F(1,39) = 165.5; p < .01. Familiarity ratings were significantly
different between the four odors (F(3,117) = 9.78, p < .01) (Table 1).

On average, subjects responded fastest to the fish odor (nega-
tive, food), and slowest to the rose odor (positive, non-food); mean
reaction times (SD) for the individual odors were Fish 1633 ms
(410), Dirty socks 1634 ms (608), Orange 1682 ms (610), Rose
1734 ms (650) (Fig. 2). The repeated measure mixed general lin-
ear model revealed a significant effect of valence on reaction times,
F(1,117) = 14.4; p < .01, indicating that subjects reacted faster to
the unpleasant than to the pleasant odor stimuli. Edibility also
had a significant effect on reaction times, F(1,117) = 9.9; p < .01,
indicating that subjects reacted faster to the food odors than
to the non-food odors. Furthermore, we observed a significant
interaction between both categorical factors (valence × edibility:
F(1,117) = 4.7; p = .033), indicating that the accelerative effect of
unpleasantness on reaction time was more evident for food odors
than for non-food odors (Fig. 2). Although there was no significant
difference between the odors with respect to intensity ratings, to

Fig. 2. Mean reaction time of the individual odors measured. Grey bars indicate food
odors and black bars indicate non-food odors. The * indicates that reaction times for
fish odor are significantly different (p < .01) from all other odors, as demonstrated
with Bonferroni corrected post hoc tests. Error bars indicate standard deviation.
PEA = phenylethyl alcohol (Rose), IVA = isovaleric acid (Dirty socks).

control for subsignificant variation herein, the above mentioned
model was corrected for intensity ratings. Results remained, how-
ever, unchanged: a significant effect of valence, F(1,117) = 13.7;
p < .01, and edibility, F(1,117) = 9.4; p < .01, and a significant inter-
action of valence × edibility, F(1,116) = 4.6; p = .035, indicating that
reaction times were fastest for the negative non-food odor (fish)
independent of intensity ratings. There was a significant differ-
ence between odors for familiarity ratings. To control for potential
impact of familiarly ratings, as for intensity ratings, we also cor-
rected for familiarly ratings. There was an overall significant effect
of familiarity on reaction times, F(1,129) = 7.0; p < .01. However,
when controlling for familiarity, the results remained unchanged:
a significant effect of valence, F(1,118) = 6.0; p = .016, and edibil-
ity, F(1,116) = 13.2; p < .01, as well as a significant interaction of
valence × edibility, F(1,116) = 5.4; p = .022; indicating that familiar-
ity was not the mediating factor behind our findings.

Post hoc t-tests revealed that subjects reacted much faster to the
fish odor than to any other odor (all p < .01; Bonferroni corrected).
The standard deviation of response times to this negative food odor
was also lower than that of response times to all other odors. No
significant differences between reaction times of the three other
odors were observed.

Attention to a stimulus is reflected not only in the speed of a
reaction but also in the rate of accurate detection. An analysis of
responses by odor category demonstrated that subjects accurately
detected unpleasant odors before the imposed time limit more
frequently than pleasant odors, z = −2.35, p = .019, and that sub-
jects were also better at detecting food odors than non-food odors,
z = −2.76, p < .01. Median detection rates (interquartile range), out
of 8 trials per odor, were Fish 8 (0), Dirty socks 8 (1), Orange 8 (0),
Rose 8 (1). A Friedman test revealed the highest detection accu-
racy for fish, a negative food odor, compared to all the other odors,
!2 = 10.35, p = .016. The standard deviation of detection accuracy
with the fish odor was also lower than that of detection accuracies
with all other odors. In other words, subjects were more accurate
in detection of the negative food odor than in detection of any other
odor.

No significant effect of sex on reaction time or detection accu-
racy was found. Reaction times for Orange and Dirty socks, but not
for Fish and Rose, were significantly correlated to overall evaluation
of the odors, r = .55, p < .01 for Orange; r = .37, p = .020 for Dirty socks.
There were no correlations between detection rates and overall
evaluation of any of the odors.

4. Discussion

We have demonstrated that responses to olfactory stimuli are
influenced by both odor valence and edibility of the odor source.
Specifically, we show that reaction time to an unpleasant food odor
is faster than to other odor categories (valence, edibility). Further-
more, negative food odors are detected not only faster, but also
more accurately than other odor categories, thus lending support
to the hypothesis that ecological relevance influences olfactory pro-
cessing.

The olfactory system functions as an important screening sys-
tem for both the respiratory and the gastrointestinal systems.
The ingestion of spoiled food, for example, can have negative

olfactometer



Accusatory Instructions
Indicating that participants 
may have made an error 
increases reaction time. 

E.g., notions of error may 
increase attention to the task 
and improve performance 
(even if it’s fake).

Use dialog to prompt players to 
engage in better attentional 

processes to stay engaged in the 
game. If players catch issues 

themselves / better attention to 
details / better playability.

Food and Sleep

As described in Kosinski reading



Food and Sleep

As described in Kosinski reading

Anticipation
If participants can predict that 
a stimulus is coming up they 
are considerably faster to 
respond (even if they do not 
know what the stimulus is).

Jakobs et al., 2009Author's personal copy

required type and timing of their action, significantly slower when the
stimuli were presented in a jittered fashion and slowest, when they
could not prepare for a particular movement, with no effect of timing
uncertainty in the latter condition.

With respect to the percentage of correct answers, we found a
significant main effect of response uncertainty, with more errors in
the uncertain conditions Bf and Bj. The main effect of timing
uncertainty and the interaction between both factors, however, was
not significant.

Imaging data – baseline contrasts

Right-hand movements (independent of timing: Rf∩Rj, Fig. 2a)
activated left primary motor (M1/Areas 4a and 4p) and somatosen-
sory (S1/Areas 3b, 3a, 1, 2) cortices, thalamus and insula. Bilateral
activation was found in the secondary somatosensory cortices (SII/
Areas OP 1 and OP 4), basal ganglia, supplementary motor area (SMA/
Area 6), dorsal (dPMC/Area 6) and ventral (vPMC/Area 6, encroach-
ing Area 44) premotor cortices. Right-sided activationwas observed in
inferior parietal cortex (IPC/Areas PFm and PGa), temporo-parietal
junction (TPJ, Area PF) and middle frontal gyrus. As expected, left
responses (Lf∩Lj, Fig. 2b) produced a virtually mirror-reversed
pattern of activity. In the random hand conditions (Bf∩Bj, Fig. 2c)
we found bilateral activation in primary sensory-motor cortices,
putamen, pre-supplementary and supplementarymotor areas, ventral
premotor cortex, cingulate motor cortex as well as the intraparietal
sulcus (extending onto the SPL) and temporo-parietal junction (Area
PF). Right-hemispheric activation was observed in the right inferior
frontal gyrus (BA 44) and lateral prefrontal cortex.

Inorder to identify regions that are consistentlyactive throughoutall
conditions, i.e. areas involved in responding to visual stimuli indepen-
dently of the active hand and the uncertainty factors (“core motor
areas”)weperformed a conjunction analysis over all sixconditions (Fig.
2d). This analysis revealed that three regions in premotor Area 6
(corresponding to the dorsal premotor cortex on both hemispheres
[MNI-coordinates:−44/−4/53 and 50/0/39] and the supplementary
motor area [MNI-coordinates: 0/−4/65]) as well as the putamen
(bilaterally) were consistently activated across all conditions.

Imaging data – effects of response uncertainty

Neuronal effects of increased response (i.e., movement direction)
uncertainty were localised by contrasting activation in the blocks
where arrows were presented in a randomised fashion to those where
subjects knew that they had to respond only with either hand [(Bf
+BjNRf+Rj)∩(Bf+BjNLf+Lj), Fig. 3]. This analysis revealed, that

uncertainty about the subsequent movement resulted in increased
activation of the pre-SMA (BA 6; −6/12/47), and bilaterally in the
superior frontal gyrus (anterior to BA 6; 36/−2/55 and−30/−4/53)
and the intraparietal sulci extending onto the SPL (Areas 2, 7A, 7PC,
hIP3; −34/−44/58 and 36/−48/65). Increased activation due to
movement uncertainty was also observed in several right-hemi-
spheric areas, in particular the temporo-parietal junction (Area PF;
60/−38/15), the dorso-lateral prefrontal cortex (DLPFC, middle
frontal gyrus; 28/50/15) and the ventral premotor cortex (vPMC,
between BA 6 and BA 44, 40/4/33).

The reverse contrast testing for areas with increased activity in the
unilateral conditions did not areas of significantly enhanced neural
activity.

Imaging data – effects of timing uncertainty

As noted above, a significant difference in reaction times between
fixed and jittered stimulus onset was found only for the unilateral
conditions. Consequently, neuronal effects of increased timing
uncertainty were localised by contrasting the jittered unilateral
conditions to the respective fixed interval blocks. Effects of increased
timing uncertainty independently of the used hand [(RjNRf)∩(LjNLf),
Fig. 4] were found at the temporo-parietal junction (Area PF, 60/−38/
15) and the right inferior frontal gyrus (BA 44, 56/14/15). Additional
hand-specific effects of timing uncertainty, however, were not
observed. In particular, testing for an interaction between response
hand (left/right) and onset timing (fixed/jittered) did not reveal any
significant activation.

Moreover, no region was associated with reduced timing uncer-
tainty, i.e., showed increased activation in the fixed interval condition
relative to those with jittered onset. This was true both when testing
for the main effect of “jittered — fixed” as well as for separated
analyses of only left and right-handed conditions, respectively. Finally,
in accordance with the absence of behavioural effects between the
jittered and fixed presentations of “random hand” trials, the contrasts
BfNBj and its reverse (BjNBf) did not yield any significant difference in
neuronal activation associated with a timing (un-)certainty in the
context of concurrent uncertainty on the required response.

Imaging data — comparison of uncertainty effects

Comparing the increased activation due to uncertain timing and
uncertainty about the required response, respectively, revealed that
both factors engage a similar region at the border between the inferior
parietal cortex and the temporal lobe. A conjunction analysis between
the effects of increased response and timing uncertainty confirmed,

Fig. 1. Left panel: Mean reaction times for the six experimental conditions. In the unilateral conditions, uncertainty in timing results in significant slower reaction times. Uncertainty
of the response type also produced significant slower reaction times. Comparing fixed and jittered presentation of randomly pointing arrows, however, we observed no significant
differences in reaction time. Right panel: Mean percentages of correct responses for the six experimental conditions. A significant main effect was only found for response type
uncertainty.
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As described in Kosinski reading

You could replicate this experiment! 
Rf = right hand, fixed ISI 

Bj = both hands, random ISI (they use 600-800ms)



Can optimize difficulty by 
mixing up the prediction… 

“ISI” on the aliens “pow 
pow” thingies!

RT as Guiding Principles for 
Video Game Design

Next class…

• Let’s move into some methodological specifics: 
Details of using reaction time. 

• Lab: You will build your own reaction-time 
experiment. 

• You can build your own creative experimental 
idea using the overall process just described.


